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## Semester VII

<table>
<thead>
<tr>
<th>Course Code</th>
<th>Course Name</th>
<th>Teaching Scheme(Hours/week)</th>
<th>Examination Scheme and Marks</th>
<th>Credit Scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Lecture Practical Tutorial</td>
<td>Mid-Sem End-Sem Termwork Practical Oral Total Lecture Practical Tutorial Total</td>
<td></td>
</tr>
<tr>
<td>410341</td>
<td>Data Science and Visualization</td>
<td>03</td>
<td>-</td>
<td>30 70 - - - 100 03 - - 03</td>
</tr>
<tr>
<td>410342</td>
<td>Web Technology</td>
<td>03</td>
<td>-</td>
<td>30 70 - - - 100 03 - - 03</td>
</tr>
<tr>
<td>410343</td>
<td>Internet of Things</td>
<td>03</td>
<td>-</td>
<td>30 70 - - - 100 03 - - 03</td>
</tr>
<tr>
<td>410344</td>
<td>Elective-III</td>
<td>03</td>
<td>-</td>
<td>30 70 - - - 100 03 - - 03</td>
</tr>
<tr>
<td>410345</td>
<td>Elective-IV</td>
<td>03</td>
<td>-</td>
<td>30 70 - - - 100 03 - - 03</td>
</tr>
<tr>
<td>410346</td>
<td>Laboratory Practice I</td>
<td>-</td>
<td>04</td>
<td>- - 25 50 - 75 - 02 - 02</td>
</tr>
<tr>
<td>410347</td>
<td>Laboratory Practice II</td>
<td>-</td>
<td>04</td>
<td>- - 25 - 50 75 - 02 - 02</td>
</tr>
<tr>
<td>410348</td>
<td>Project Stage I</td>
<td>-</td>
<td>02</td>
<td>- - - - 50 50 - 01 - 01</td>
</tr>
<tr>
<td></td>
<td><strong>Total</strong></td>
<td>15</td>
<td>10</td>
<td><strong>150 350 50 50 100 700 15 05 - 20</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Course Code</th>
<th>Course Name</th>
<th>Grade</th>
</tr>
</thead>
<tbody>
<tr>
<td>410349A</td>
<td>Mandatory Audit Course 7</td>
<td></td>
</tr>
</tbody>
</table>

**Elective-III**
- 410344A: Big Data & Analytics
- 410344B: Mobile Application Development
- 410344C: Information and Cyber Security
- 410344D: Digital Image Processing

**Elective-IV**
- 410345A: Robotics & Automation
- 410345B: Human Computer Interface
- 410345C: Digital System Design
- 410345D: Augmented and Virtual Reality

**Mandatory Audit Course 7 (410349A)**
- Botnet of Things
- Environmental issues and Disaster Management
- Emotional Intelligence
- Critical Thinking

**Laboratory Practice I**
Assignments from Data Science and Visualization and Internet of Things

**Laboratory Practice II**
Assignments from Web Technology and Elective-III
<table>
<thead>
<tr>
<th>Course Code</th>
<th>Course Name</th>
<th>Teaching Scheme (Hours/week)</th>
<th>Examination Scheme and Marks</th>
<th>Credit Scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Lecture</td>
<td>Practical</td>
<td>Tutorial</td>
</tr>
<tr>
<td>410350</td>
<td>Artificial Intelligence and Machine Learning</td>
<td>03</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>410351</td>
<td>VLSI Design and Technology</td>
<td>03</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>410352</td>
<td>Elective-V</td>
<td>03</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>410353</td>
<td>Elective-VI</td>
<td>03</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>410354</td>
<td>Laboratory Practice III</td>
<td>-</td>
<td>04</td>
<td>-</td>
</tr>
<tr>
<td>410355</td>
<td>Laboratory Practice IV</td>
<td>-</td>
<td>02</td>
<td>-</td>
</tr>
<tr>
<td>410356</td>
<td>Project Stage II</td>
<td>-</td>
<td>08</td>
<td>-</td>
</tr>
</tbody>
</table>

Total: 12 14 - 120 280 150 50 100 700 12 08 - 20

410349B Mandatory Audit Course 8

Total Credit 12 08 -- 20

**Elective-V**
- 410352A: Cloud Computing
- 410352B: Embedded System and Real Time Operating Systems
- 410352C: Software Testing and Quality Assurance
- 410352D: Artificial Neural Network

**Elective-VI**
- 410353A: Data Mining and Warehousing
- 410353B: Electric Vehicle Technology
- 410353C: Software Defined Radio
- 410353D: Wireless Sensor Network

Open Elective*

*Any one subject from the list of Elective IV of computer/IT/E&TC Engg

**Mandatory Audit Course 8 (410349B)**
- Business Intelligence
- Quantum Computing
- Cognitive Computing
- Technologies, Disruptions and Entrepreneurial Opportunities

**Laboratory Practice III**
Assignments from Artificial Intelligence and Machine Learning and VLSI Design and Technology

**Laboratory Practice IV**
Assignments from Elective-V
SEMESTER - VII
## 410341: Data Science and Visualization

### Teaching Scheme:

| Theory: 03 hrs./week | Credit: 03 |

### Examination Scheme:

| In-Sem (Theory): 30 Marks |
| End-Sem (Theory): 70 Marks |

### Prerequisite Courses, if any:
- Computer graphics
- Database management system
- Python

### Companion Course, if any:
- Python

### Course Objectives:
- To make the students understand data collection and preprocessing techniques for data science
- To understand and practice analytical methods for solving real-life problems.
- To study data exploration techniques
- To learn different types of data and its visualization
- To study different data visualization techniques and tools
- To map element of visualization well to perceive information

### Course Outcomes:
- After successfully completing the course, learner will be able to:
  - **CO1**: Apply data preprocessing methods on open access data and generate quality data for analysis
  - **CO2**: Apply and analyze classification and regression data analytical methods for real-life problems.
  - **CO3**: Implement analytical methods using Python/R
  - **CO4**: Apply different data visualization techniques to understand the data.
  - **CO5**: Analyze the data using suitable method; visualize using the open-source tool.
  - **CO6**: Model Multi-dimensional data and visualize it using appropriate tool

### Course Contents

<table>
<thead>
<tr>
<th>Unit I</th>
<th>Introduction to Data Science</th>
<th>(07 Hrs.)</th>
</tr>
</thead>
</table>

**Introduction to Data Science:** Definition, Data Science in various fields, Examples, Impact of Data Science, Data Analytics Life Cycle, Data Science Toolkit,

**Understanding Data:** Introduction, Types of Data: Numeric, Categorical, Graphical, High Dimensional Data, Classification of digital Data: Structured, Semi-Structured and Unstructured, Quantitative vs. Categorical Data, Big Data vs. Little Data, Data science process, Role Data Scientist.

**Sources of Data:** Time series, Transactional Data, Biological Data, Spatial Data, Social Network Data, Data Evolution. Machine Learning Definition and Relation with Data Science

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit I</th>
<th>CO1: Apply data preprocessing methods on open access data and generate quality data for analysis</th>
</tr>
</thead>
</table>

| Unit II | Statistics and Probability basics for Data Analysis | (07 Hrs.) |
### Statistics: Introduction
- Population and samples
- Data Preparation
- Need of Statistics in data science
- Describing a Single Set of Data
- Correlation
- Simpson’s Paradox
- Correlation and Causation
- Estimation: Sample and Estimated Mean
- Variance and Standard Scores
- Covariance
- Pearson’s and Spearman’s Rank Correlation
- Measure of Dispersion: Range, Variation, mean deviation, standard deviation
- Basics and need of hypothesis and hypothesis testing

### Probability
- Dependence and Independence
- Conditional Probability
- Bayes’s Theorem
- Random Variables
- Continuous Distributions
- The Normal Distribution
- The Central Limit Theorem

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit II</th>
<th>CO2: Apply and analyze classification and regression data analytical methods for real life Problems.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit III</strong></td>
<td><strong>Data Analysis in Depth</strong></td>
</tr>
</tbody>
</table>

Data Analysis Theory and Methods:
- Clustering – Overview
- K-means- overview of method
- determining number of clusters
- Association Rules- Overview of method
- Apriori algorithm
- evaluation of association rules
- Regression- Overview of linear regression method
- model description
- Classification- Overview
- Naïve Bayes classifier

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit III</th>
<th>CO3: Implement analytical methods using Python/R</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit IV</strong></td>
<td><strong>Advanced Data Analysis</strong></td>
</tr>
</tbody>
</table>

Decision Trees:
- What is a Decision Tree?
- Entropy
- The Entropy of a Partition
- Creating a Decision Tree
- Random Forests

Neural Networks:
- Perceptron’s
- Feed-Forward Neural Networks
- Back propagation
- Example: Defeating a CAPTCHA

MapReduce:
- Why MapReduce?
- Examples like word count and matrix multiplication

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit IV</th>
<th>CO4: Apply different data visualization techniques to understand the data.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit V</strong></td>
<td><strong>Basics of Data Visualization</strong></td>
</tr>
</tbody>
</table>

Introduction to data visualization, challenges of data visualization, Definition of Dashboard, Dashboard type, Evolution of dashboard, dashboard design and principles, display media for dashboard.
- Types of Data visualization: Basic charts scatter plots, Bar plots, Histogram, box plot, Heat maps, advanced visualization Techniques like streamline and statistical measures, Plots, Graphs, Networks, Hierarchies, Reports, Different libraries in python for plotting graph.

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit V</th>
<th>CO5: Analyze the data using suitable method; visualize using the open source tool.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit VI</strong></td>
<td><strong>Data Visualization of Multidimensional data</strong></td>
</tr>
</tbody>
</table>

What is multidimensional data visualization? Need of data modeling, types of data modeling, advantages and disadvantages of data modeling, Data modeling process, what is Multi-Dimensional Data Model? advantages and disadvantages of Multi-Dimensional data modeling, multidimensional data visualization techniques: multiple line graphs, permutation matrix, survey plot, scatter plot matrix, parallel coordinates, tree map, Principal Components Analysis, Sammon’s mapping, and the Self-Organizing Maps, clustering study of High dimensional data.
<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit VI</th>
<th>CO6: Model Multi-dimensional data and visualize it using appropriate tool</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Learning Resources</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Text Books:</strong></td>
<td>1. Jiawei Han, Micheline Kamber, Jian Pei. Data Mining: Concepts and Techniques, 3rd Edition</td>
</tr>
<tr>
<td></td>
<td>3. Colin ware, Information visualization perception for design, MK publication</td>
</tr>
<tr>
<td><strong>Reference Books:</strong></td>
<td>1. Big data black book, Dream tech publication</td>
</tr>
<tr>
<td></td>
<td>3. Business Analytics, James R Evans, Pearson</td>
</tr>
<tr>
<td></td>
<td>4. Python Data science Handbook, <em>Jake VanderPlas</em>, <em>Orielly publication</em></td>
</tr>
<tr>
<td></td>
<td>5. Data Science for Business: What You Need to Know about Data Mining and Data-Analytic Thinking, Vovost Foster, Fawcett Tom</td>
</tr>
<tr>
<td><strong>e-Books:</strong></td>
<td>handbook for visualizing: a handbook for data driven design by Andy krik: <a href="http://book.visualisingdata.com/">http://book.visualisingdata.com/</a></td>
</tr>
<tr>
<td></td>
<td>An Introduction to Statistical Learning with Applications in R:</td>
</tr>
<tr>
<td></td>
<td><a href="http://faculty.marshall.usc.edu/gareth-james/ISL/">http://faculty.marshall.usc.edu/gareth-james/ISL/</a></td>
</tr>
<tr>
<td><strong>MOOC / NPTEL Courses:</strong></td>
<td>• <a href="https://nptel.ac.in/courses/106/106/106106179/">https://nptel.ac.in/courses/106/106/106106179/</a></td>
</tr>
<tr>
<td></td>
<td>• <a href="https://nptel.ac.in/courses/106/106/106106212/">https://nptel.ac.in/courses/106/106/106106212/</a></td>
</tr>
<tr>
<td></td>
<td>• <a href="https://nptel.ac.in/courses/106/105/106105174/">https://nptel.ac.in/courses/106/105/106105174/</a></td>
</tr>
</tbody>
</table>
Savitribai Phule Pune University  
BE Electronics and Computer Engineering (2019 Course)  
410342: Web Technology

<table>
<thead>
<tr>
<th>Teaching Scheme:</th>
<th>Credit:</th>
<th>Examination Scheme:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theory: 03 hrs./week</td>
<td>03</td>
<td>In-Sem (Theory): 30 Marks</td>
</tr>
<tr>
<td></td>
<td></td>
<td>End-Sem (Theory): 70 Marks</td>
</tr>
</tbody>
</table>

**Prerequisite Courses, if any:** Computer Network, Database Management Systems

**Companion Course, if any:** Web Technology Lab

**Course Objectives:** To make the students understand
- To understand the principles and methodologies of web based applications development process
- To understand current client side and server side web technologies
- To understand current client side and server side frameworks
- To understand web services and content management

**Course Outcomes:** After successfully completing the course, learner will be able to,

**CO1:** Discuss the Internet & Web Technologies.

**CO2:** Discuss web development process and front end tools.

**CO3:** Apply JavaScript and jQuery to Validate the client side scripting.

**CO4:** Construct web based application using servlet and JSP for server side web technology.

**CO5:** Construct web based application using PHP for server side web technology.

**CO6:** Identify web services and content management for solving problem.

**Course Contents**

<table>
<thead>
<tr>
<th>Unit I</th>
<th>Introduction to Internet and Web Technology</th>
<th>(07 Hrs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Introduction to web technology, History of internet and www, Connecting to Internet, Introduction to Internet services and tools, Introduction to client-server computing. Introduction to WWW : Protocols and programs, HTTP Request message, HTTP response message, secure connections, Web Development Strategies, Web site planning and design issues, application and development tools, the web browser, web clients, web servers, choices, setting up UNIX and Linux web servers-, Logging users, dynamic IP, Study of web Application Servers Tomcat, Webshere, JBoss, GlassFish.</td>
<td></td>
</tr>
</tbody>
</table>

**Mapping of Course Outcomes for Unit I**

**CO1:** Discuss the Internet & Web Technologies.

<table>
<thead>
<tr>
<th>Unit II</th>
<th>Web Development Process</th>
<th>(07 Hrs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Static &amp; dynamic Web applications, HTML: structure of html document, HTML elements: headings, paragraphs, line break, colors &amp; fonts, links, frames, lists, tables, images and forms, Difference between HTML and HTML5. CSS: Introduction to Style Sheet, Inserting CSS in an HTML page, CSS selectors, XML: Introduction to XML, XML key component, Transforming XML into XSLT, DTD: Schema,</td>
<td></td>
</tr>
</tbody>
</table>
Mapping of Course Outcomes for Unit II | CO2: Discuss web development process and front end tools.
---|---
Unit III | Client Side Technologies | (07 Hrs.)

JavaScript: Overview of JavaScript, using JS in an HTML (Embedded, External), Data types, Control Structures, Arrays, Functions and Scopes, Objects in JS, DOM: DOM levels, DOM Objects and their properties and methods, Manipulating DOM, JQuery: Introduction to JQuery, Loading JQuery, Selecting elements, changing styles, creating elements, appending elements, removing elements, handling events.

Mapping of Course Outcomes for Unit III | CO3: Apply JavaScript and jQuery to Validate the client side scripting.
---|---
Unit IV | Server Side Technologies | (07 Hrs.)

Introduction to Server Side technology, Servlet: Introduction to Servlet, need and advantages, Servlet Lifecycle, Creating and testing of sample Servlet, session management. JSP: Introduction to JSP, advantages of JSP over Servlet, elements of JSP page: directives, comments, scripting elements, actions and templates, JDBC Connectivity with JSP. Struts: Overview, architecture, configuration, actions, interceptors, result types, validations, localization, exception handling, annotations.

Mapping of Course Outcomes for Unit IV | CO4: Construct web based application using servlet and JSP for server side web technology
---|---
Unit V | Server Side Scripting Languages | (07 Hrs.)

PHP: Introduction to PHP, Features, sample code, PHP script working, PHP syntax, conditions & Loops, Functions, String manipulation, Arrays & Functions, Form handling, Cookies & Sessions, using MySQL with PHP, WAP & WML, AJAX: Introduction, Working of AJAX, AJAX processing steps, coding AJAX script. Introduction to Angular JS &NodeJS.

Mapping of Course Outcomes for Unit V | CO5: Construct web based application using PHP for server side web technology
---|---
Unit VI | Web Services & Content Management System | (07 Hrs.)


Mapping of Course Outcomes for Unit VI | CO6: Identify web services and content management for solving problem.
---|---

### Learning Resources

### Reference Books:


### e-Books:

1. [http://www.w3.org/html/](http://www.w3.org/html/)
2. [HTML, The Complete Reference](http://www.htmlref.com/)
3. [http://w3schools.org/](http://w3schools.org/)
5. [https://jquery.com/](https://jquery.com/)

### MOOC / NPTEL Courses:

3. [https://www.digimat.in/nptel/courses/video/106105191/L01.html](https://www.digimat.in/nptel/courses/video/106105191/L01.html)
### Course Objectives:
To make the students understand
- Introduction to different aspects of the IoT, including end devices, networks, programming, and security and privacy implications.
- Understand protocols used for IoT design solution.
- To understand concept of WSN and cloud computing
- To understand the Arduino and Raspberry Pi and their application in IoT
- To learn real world application scenarios of IoT along with its societal and economic impact using case studies

### Course Outcomes:
After successfully completing the course, learner will be able to,

**CO1:** Demonstrate and identify building blocks of Internet of things

**CO2:** Identify and analyze Internet of Things protocol and security for various applications.

**CO3:** Identify, analyze challenges of WSN and cloud computing in IoT

**CO4:** Develop interface of sensors and actuators with Arduino and Raspberry Pi and develop the program for the same

**CO5:** Demonstrate Big data architecture and identify components of Big Data Solution.

**CO6:** Apply the knowledge and skills to design and develop basic IoT applications on embedded platform.

### Course Contents

#### Unit I
**Fundamentals of Embedded system and IOT**


#### Mapping of Course Outcomes for Unit I

**Unit II**

**IoT Protocols and Security**

- SCADA and RFID Protocols, IEEE 802.15.4, BACNet Protocol, Modbus, HART, Zigbee, MQTT, IoT

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit II</th>
<th>CO2: Identify and analyze Internet of Things protocol and security for various applications.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit III</strong></td>
<td><strong>WSN &amp; Cloud Computing</strong></td>
</tr>
<tr>
<td><strong>WSN:</strong>*</td>
<td>Introduction to WSN technology, Basic components of WSN, Characteristic features of WSNs, challenges, Application of WSN in: smart homes, healthcare, intelligent transportation, agriculture, etc.</td>
</tr>
<tr>
<td><strong>Cloud Computing:</strong></td>
<td>Cloud architecture standards and interoperability, Business concerns in the cloud, characteristics, Cloud types; IaaS, PaaS, SaaS, Public cloud, Private cloud, Benefits and challenges of cloud computing, Development environments for service: Amazon, Azure, Thingspeak, Google App-cloud platform in industry (Features and services provided).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit III</th>
<th>CO3: Identify, analyze challenges of WSN and cloud computing in IoT</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit IV</strong></td>
<td><strong>Implementation of IoT</strong></td>
</tr>
<tr>
<td><strong>Implementation of IoT</strong></td>
<td>08 Hrs.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit IV</th>
<th>CO4: Develop interface of sensors and actuators with Arduino and Raspberry Pi and develop the program for the same</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit V</strong></td>
<td><strong>Big Data - Data Storage and Analytics</strong></td>
</tr>
<tr>
<td><strong>Big Data - Data Storage and Analytics</strong></td>
<td>07 Hrs.</td>
</tr>
<tr>
<td>What is Big Data (BD), Modern Corporate need of BD Strategy, Main components of Big Data Solution, Basic Architecture of BD Solution, Introduction to Hadoop, prototyping with any development board Data Analytics: Types of data analytics, Using Cloud Services to visualize live Data Streams, Data analytics using any one platform like Amazon, Azure, Thingspeak or any other open source platform.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit V</th>
<th>CO5: Demonstrate Big data architecture and identify components of Big Data Solution.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit VI</strong></td>
<td><strong>Technological Aggregation &amp; Case Studies</strong></td>
</tr>
<tr>
<td><strong>Technological Aggregation &amp; Case Studies</strong></td>
<td>06 Hrs.</td>
</tr>
<tr>
<td>Modern trends in IOT: Wearable, industrial standards. Case studies using IOTs, connected use cases in Real-life and smart cities, Case studies: Greenhouse monitoring, smart health care monitoring, smart home automation, smart car parking, Smart Agriculture Monitoring, air pollution monitoring, smart industrial automation.</td>
<td></td>
</tr>
<tr>
<td>Mapping of Course Outcomes for Unit VI</td>
<td>CO6: Apply the knowledge and skills to design and develop basic IoT applications on embedded platform.</td>
</tr>
<tr>
<td>---------------------------------------</td>
<td>--------------------------------------------------------------------------------------------------</td>
</tr>
</tbody>
</table>

### Learning Resources

**Text Books:**
1. Arshdeep Bahga, Vijay Madisetti,, Internet of Things, A hands-on approach, Universities Press

**Reference Books:**
1. David Easley and Jon Kleinberg, Networks, Crowds, and Markets: Reasoning About a Highly Connected World, Cambridge University Press, 2010
4. Olivier Hersent, Omar Elloumi and David Boswarthick, The Internet of Things: Applications to the Smart Grid and Building Automation, Wiley, 2012

**MOOC / NPTEL Courses:**
1. NPTEL Course Introduction To Internet Of Things By Prof. Sudip Misra IIT Kharagpur

**Link of the Course:** [https://onlinecourses.nptel.ac.in/](https://onlinecourses.nptel.ac.in/)
Savitribai Phule Pune University
BE Electronics and Computer Engineering (2019 Course)
410344A: Big Data Analytics (Elective-III)

Teaching Scheme: | Credit: | Examination Scheme:
---|---|---
Theory: 03hrs./week | 03 | In-Sem (Theory): 30 Marks
 | | End-Sem (Theory): 70 Marks

Prerequisite Courses, if any:
1. Engineering and discrete mathematics.
2. Database Management Systems, Data warehousing and Data mining.
3. Programming skill.

Companion Course, if any:
1. Machine Learning
2. Advance Database Management

Course Objectives:
1. To introduce basic need of Big Data and Data science to handle huge amount of data.
2. To understand the basic mathematics behind the Big data.
3. To understand the different Big data processing technologies.
4. To understand and apply the Analytical concept of Big data using Python.
5. To visualize the Big Data using different tools.
6. To understand the application and impact of Big Data.

Course Outcomes:
On completion of the course, students will be able to–
CO1: Understand Big Data primitives.
CO2: Learn and apply different mathematical models for Big Data.
CO3: Demonstrate Big Data learning skills by developing industry or research applications.
CO4: Analyze and apply each learning model comes from a different algorithmic approach and it will perform differently under different datasets.
CO5: Understand, apply and analyze needs, challenges and techniques for big data visualization.
CO6: Learn different programming platforms for big data analytics.

Course Contents

<table>
<thead>
<tr>
<th>Unit I</th>
<th>Introduction: Data Science And Big Data</th>
<th>(06 Hrs.)</th>
</tr>
</thead>
</table>

**Introduction to Data science and Big Data,** Defining Data science and Big Data, Big Data examples, **Data Explosion:** Data Volume, Data Variety, Data Velocity and Veracity. Big data infrastructure and challenges, **Big Data Processing Architectures:** Data Warehouse, Re-Engineering the Data Warehouse, shared everything and shared nothing architecture, Big data learning approaches. **Data Science** – The Big Picture: Relation between AI, Statistical Learning, Machine Learning, Data Mining and Big Data Analytics.

Mapping of Course Outcomes for Unit I

<p>| CO1: Understand Big Data primitives |</p>
<table>
<thead>
<tr>
<th>Unit II</th>
<th>Mathematical Foundation of BigData</th>
<th>(07 Hrs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Probability:</strong> Random Variables and Joint Probability, Conditional Probability and concept of Markov chains, Tail bounds, Markov chains and random walks, Pair-wise independence and universal hashing, Approximate counting, Approximate median. <strong>Data Streaming Models and Statistical Methods:</strong> Flajolet Martin algorithm, Distance Sampling and Random Projections, Bloom filters, Mode, Variance, standard deviation, Correlation analysis and Analysis of Variance.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Mapping of Course Outcomes for Unit II**  
CO2: Learn and apply different mathematical models for Big Data.

<table>
<thead>
<tr>
<th>Unit III</th>
<th>Big Data Processing</th>
<th>(06 Hrs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Big Data Analytics- Ecosystem and Technologies</strong>, Introduction to Google file system, Hadoop Architecture, <strong>Hadoop Storage</strong>: HDFS, Common Hadoop Shell commands, Anatomy of File Write and Read, NameNode, Secondary NameNode, and DataNode, Hadoop MapReduce paradigm, Map Reduce tasks, Job, Task trackers - Cluster Setup – SSH &amp; Hadoop Configuration, Introduction to NOSQL, Textual ETL processing</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Mapping of Course Outcomes for Unit III**  
CO3: Demonstrate Big Data learning skills by developing industry or research applications.

<table>
<thead>
<tr>
<th>Unit IV</th>
<th>Big Data Analytics</th>
<th>(06 Hrs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Big Data Analytics- Architecture and Life Cycle</strong>, Types of analysis, Analytical approaches, Data Analytics with Mathematical manipulations, Data Ingestion from different sources (CSV, JSON, html, Excel, mongoDB, mysql, sqlite), Data cleaning, Handling missing values, data imputation, Data transformation, Data Standardization, handling categorical data with 2 and more categories, statistical and graphical analysis methods, Hive Data Analytics.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Mapping of Course Outcomes for Unit IV**  
CO4: Analyze and apply each learning model comes from a different algorithmic approach and it will perform differently under different datasets.

<table>
<thead>
<tr>
<th>Unit V</th>
<th>BIG DATA VISUALIZATION</th>
<th>(06 Hrs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Introduction to Data visualization</strong>, Challenges to Big data visualization, Conventional datavisualization tools, Techniques for visual data representations, Types of data visualization, Visualizing Big Data, Tools used in data visualization, Propriety Data Visualization tools, Open – source data visualization tools, <strong>Case Study:</strong> Analysis of a business problem of Zomato using visualization, Analytical techniques used in Big data visualization, Data Visualization using Tableau Introduction to: Candela, D3.js, Google Chart API</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Mapping of Course Outcomes for Unit V**  
CO5: Understand, apply and analyze needs, challenges and techniques for big data visualization.

<table>
<thead>
<tr>
<th>Unit VI</th>
<th>Big Data Technologies Application and Impact</th>
<th>(06 Hrs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Social media analytics</strong>, Text mining, Mobile analytics, Data analytics life cycle of case studies, Organizational impact, understanding decision theory, creating big data strategy, big data value creation drivers, Michael Porter’s valuation creation models, Big data user experience</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Mapping of Course Outcomes for Unit VI

<table>
<thead>
<tr>
<th>CO6: Learn different programming platforms for big data analytics.</th>
</tr>
</thead>
</table>

### Learning Resources

#### Text Books:

#### Reference Books:
2. Dana Ron, Algorithmic and Analysis Techniques in Property Testing, School of EE.
7. EMC Education Services, Data Science and Big Data Analytics- Discovering, analyzing Visualizing and Presenting Data.
12. EMC Education Services, Data Science and Big Data Analytics, Wiley India, ISBN:9788126556533

#### MOOC / NPTEL Courses:
# Mobile Application Development (Elective-III)

**Teaching Scheme:**  
Theory: 03 hrs. / week  
Credit: 03

**Examination Scheme:**  
In-Sem (Theory): 30 Marks  
End Sem (Theory): 70 Marks

**Prerequisite Courses, if any:**

**Companion Course, if any:**

**Course Objectives:**
1. To facilitate students to understand android SDK  
2. To help students to gain a basic understanding of Android application development  
3. To inculcate working knowledge of Android Studio development too

**Course Outcomes:** On completion of the course, learner will be able to -

- **CO1:** Identify various concepts of mobile programming that make it unique from programming for other platforms  
- **CO2:** Critique mobile applications on their design pros and cons  
- **CO3:** Utilize rapid prototyping techniques to design and develop sophisticated mobile interfaces  
- **CO4:** Program mobile applications for the Android operating system that use basic and advanced phone features  
- **CO5:** Deploy applications to the Android marketplace for distribution  
- **CO6:** Explain Security and Implement Application Deployment

## Course Contents

<table>
<thead>
<tr>
<th>Unit I</th>
<th>Introduction to Android</th>
<th>(06 Hrs.)</th>
</tr>
</thead>
</table>

**Mapping of Course Outcomes for Unit I**  
CO1: Identify various concepts of mobile programming that make it unique from programming for other platforms

<table>
<thead>
<tr>
<th>Unit II</th>
<th>Android Application Design Essentials</th>
<th>(06 Hrs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Android Application Design Essentials:</strong></td>
<td>Anatomy of an Android applications, Android terminologies, Application Context, Activities, Services, Intents, Receiving and Broadcasting Intents, Android Manifest File and its common settings, Using Intent Filter, Permissions</td>
<td></td>
</tr>
</tbody>
</table>

**Mapping of Course Outcomes for Unit II**  
CO2: Critique mobile applications on their design pros and cons

<table>
<thead>
<tr>
<th>Unit III</th>
<th>Android User Interface Design Essentials</th>
<th>(06 Hrs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Android User Interface Design Essentials:</strong></td>
<td>User Interface Screen elements, Designing User Interfaces with</td>
<td></td>
</tr>
</tbody>
</table>
### Mapping of Course Outcomes for Unit III

**CO3:** Utilize rapid prototyping techniques to design and develop sophisticated mobile interfaces

**Unit IV**

**Testing Android applications**

(06 Hrs.)

Testing Android applications, Publishing Android application, Using Android preferences, Managing Application resources in a hierarchy, working with different types of resources.

### Mapping of Course Outcomes for Unit IV

**CO4:** Program mobile applications for the Android operating system that use basic and advanced phone features

**Unit V**

**Using Common Android APIs**

(06 Hrs.)

Using Common Android APIs: Using Android Data and Storage APIs, Managing data using SQLite, Sharing Data between Applications with Content Providers, Using Android Networking APIs, Using Android Web APIs, Using Android Telephony APIs, Deploying Android Application to the World.

### Mapping of Course Outcomes for Unit V

**CO5:** Deploy applications to the Android marketplace for distribution

**Unit VI**

**Security and Application Deployment**

(06 Hrs.)

SMS telephony, Location Based Services, Creating the project, Getting the Maps API key, Displaying the map, Displaying the zoom control, Navigating to a specific location, Getting Location data, Monitoring location, Android Security Model

### Mapping of Course Outcomes for Unit VI

**CO6:** Explain Security and Implement Application Deployment

### Learning Resources

**Text Books:**


**Reference Books:**

1. Reto Meier, “Professional Android 2 Application Development”, Wiley India Pvt Ltd
2. Mark L Murphy, “Beginning Android”, Wiley India Pvt Ltd
3. Android Application Development All in one for Dummies by Barry Burd, Edition: I

**MOOC / NPTEL Courses:**

1. [https://onlinecourses.swayam2.ac.in/nou21_ge41/preview](https://onlinecourses.swayam2.ac.in/nou21_ge41/preview)
Teaching Scheme: | Credit | Examination Scheme: |
---|---|---|
Theory: 03 hrs. / week | 03 | In Sem (Theory): 30 Marks | End Sem (Theory): 70 Marks |

Prerequisite Courses, if any:
Companion Course, if any:

**Course Objectives**: To make the students understand:
- To understand the basics of computer, network and information security.
- To study operating system security and malwares.
- To acquaint with security issues in internet protocols.
- To analyze the system for vulnerabilities.

**Course Outcomes**: At the end of the course, the student should be able to:
- CO1: Use cryptographic techniques in secure application development.
- CO2: Apply methods for authentication, access control, intrusion detection and prevention.
- CO3: Apply the scientific method for security assessment.
- CO4: Illustrate computer forensics knowledge.
- CO5: Apply Key management factors for Secure Communication.
- CO6: Apply knowledge to develop Prevention of software against virus.

**Course Contents**

**UNIT I**

**Security Fundamentals** (06 Hrs.)

**Mapping of Course Outcomes for Unit I**
- CO1: Use cryptographic techniques in secure application development.

**UNIT II**

**Modular Arithmetic and Cryptography Basics** (08 Hrs.)
- Cryptography: Classical encryption techniques, Block and Chain ciphers, Data Encryption Standard, Advanced Encryption Standard, RC5

**Mapping of Course Outcomes for Unit II**
- CO2: Apply methods for authentication, access control, intrusion detection and prevention.

**UNIT III**

**Advanced Cryptography** (08 Hrs.)
- Chinese Remainder Theorem and its implication in Cryptography, Diffie-Hellman key exchange algorithm, RSA algorithm, Elgamal Arithmetic, Elliptic Curve Cryptography, Message Digest and Cryptographic
### Hash Functions, MD5 and SHA-1, Digital Signatures and Authentication.

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit III</th>
<th>CO2: To apply the scientific method for security assessment</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>UNIT IV</th>
<th>Issues in Security Management and Cyber Laws</th>
<th>(08 Hrs.)</th>
</tr>
</thead>
</table>


<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit IV</th>
<th>CO4: Illustrate computer forensics knowledge</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>UNIT V</th>
<th>Key Management and Secure Communication</th>
<th>(08 Hrs.)</th>
</tr>
</thead>
</table>


<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit V</th>
<th>CO5. Apply Key management factors for Secure Communication</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>UNIT VI</th>
<th>Attacks, Malicious Logic and Countermeasures</th>
<th>(08 Hrs.)</th>
</tr>
</thead>
</table>


<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit VI</th>
<th>CO6: Apply knowledge to develop Prevention of software against virus</th>
</tr>
</thead>
</table>

### Learning Resources

**Text Book:**

**References:**
Savitribai Phule Pune University
BE Electronics and Computer Engineering (2019 Course)

410344D: Digital Image Processing (Elective-III)

<table>
<thead>
<tr>
<th>Teaching Scheme:</th>
<th>Credit:</th>
<th>Examination Scheme:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theory: Hrs./week =3</td>
<td>03</td>
<td>In-Sem (Theory): 30 Marks End-Sem (Theory): 70 Marks</td>
</tr>
</tbody>
</table>

Prerequisite Courses, if any:

Companion Course, if any:

**Course Objectives:** To make the students understand
- To become familiar with digital image fundamentals
- To get exposed to simple image enhancement techniques in Spatial and Frequency domain.
- To learn concepts of degradation function and restoration techniques.
- To study the image segmentation and representation techniques.
- To become familiar with image compression and recognition methods.

**Course Outcomes:** After successfully completing the course, learner will be able to,

CO1: Know and understand the basics and fundamentals of digital image processing, such as Digitization, sampling, quantization, and 2D-transforms.
CO2: Operate on images using the techniques of smoothing, sharpening and enhancement in spatial Domain.
CO3: Learn the basics of compression digital image and their different types.
CO4: Understand the restoration concepts and filtering techniques.
CO5: Learn the basics of segmentation & features extraction techniques.
CO6: Apply image processing algorithms for practical object recognition applications.

**Course Contents**

<table>
<thead>
<tr>
<th>Unit I</th>
<th>Introduction to Digital Image Processing</th>
<th>(06 Hrs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Introduction Fundamental Steps in Digital Image Processing, Components of an Image Processing System, Sampling and Quantization, Representing Digital Images (Data structure), Some Basic Relations, Human visual system, Sampling &amp; quantization, Representing digital images, Spatial &amp; gray-level resolution, Image file formats, Basic relationships between pixels, Distance Measures. Basic operations on images—image addition, subtraction, logical operations, scaling, translation, rotation. Image Histogram. Color fundamentals &amp; models – RGB, HSI YIQ.</td>
<td></td>
</tr>
</tbody>
</table>

Mapping of Course Outcomes for Unit I

| CO1: Know and understand the basics and fundamentals of digital image processing, such as digitization, sampling, quantization, and 2D-transforms. |

<table>
<thead>
<tr>
<th>Unit II</th>
<th>Image Enhancement in Spatial Domain</th>
<th>(07 Hrs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Some Basic Gray Level Transformations, Histogram Processing, Enhancement Using Arithmetic/Logic Operations.</td>
<td></td>
</tr>
</tbody>
</table>
**Spatial domain enhancement:** Point operations-Log transformation, Power-law transformation, Piecewise linear transformations, Histogram equalization. Filtering operations- Image smoothing, Image sharpening.

**Frequency domain enhancement:** 2D DFT, Smoothing and Sharpening in frequency domain. Homomorphic filtering. Restoration: Noise models, Restoration using inverse filtering and Wiener filtering.

**Restoration:** Noise models, Restoration using Inverse filtering and Wiener filtering.

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit II</th>
<th>CO2: Operate on images using the techniques of smoothing, sharpening and enhancement in spatial domain and frequency domain.</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Unit III</th>
<th>Image Compression</th>
<th>(07 Hrs.)</th>
</tr>
</thead>
</table>


<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit III</th>
<th>CO3: Learn the basics of compression digital image and their different types.</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Unit IV</th>
<th>Image Segmentation and Morphological Operations</th>
<th>(07 Hrs.)</th>
</tr>
</thead>
</table>


<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit IV</th>
<th>CO4: Learn the basics of segmentation &amp; features extraction techniques</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Unit V</th>
<th>Image Restoration and Description</th>
<th>(06Hrs.)</th>
</tr>
</thead>
</table>

Image Restoration , degradation model, Properties, Noise models ,Mean Filters , Order Statistics , Adaptive filters , Band reject Filters, Band pass Filters ,Notch Filters , Optimum Notch Filtering, Inverse Filtering, Wiener filtering.


<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit V</th>
<th>CO5: Understand the restoration concepts and filtering techniques.</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Unit VI</th>
<th>Object Recognition and Applications</th>
<th>(06Hrs.)</th>
</tr>
</thead>
</table>

Feature extraction, Patterns and Pattern Classes, Representation of Pattern classes, Types of classification algorithms, Minimum distance classifier, Correlation based classifier, Bayes classifier. Applications: Biometric Authentication, Character Recognition, Content based Image Retrieval, Remote Sensing,
### Medical application of Image processing

### Mapping of Course Outcomes for Unit VI

| CO6: Apply image processing algorithms for practical object recognition applications. |

### Learning Resources

#### Text Books:

#### Reference Books:

#### MOOC / NPTEL Courses:
1. Digital Image Processing, IIT Kharagpur, Prof. P.K. Biswas
   - Link: [https://nptel.ac.in/courses/117105079](https://nptel.ac.in/courses/117105079)
2. NPTEL Video Course: NOC: Digital Image Processing
   - Link: [https://www.digimat.in/nptel/courses/video/117105135/L02.html](https://www.digimat.in/nptel/courses/video/117105135/L02.html)
## Course Objectives:
- To know basic parts of a typical industrial robot system with its anatomy with human body.
- To analyze mathematically kinematic and dynamic modeling of a typical robot manipulator.
- To select an appropriate type of robot with given specifications for different industrial applications.
- To know the basics of actuators, sensors and control of an industrial robot for different applications.

### Course Outcomes:
On completion of the course, learner will be able to:

**CO1:** Differentiate between types of robots based on configuration, method of control, types of drives, sensors used etc.

**CO2:** Choose a specific robot for specific application with given specifications.

**CO3:** Analyze the robot arm dynamics for calculation of torques and forces required for different joints of robots for control of robot arm.

**CO4:** Determine the D-H parameters for a robot configuration using concepts from robot arm kinematics which further leads to forward/inverse kinematics.

**CO5:** Calculate the Jacobian matrix for robot arm velocity and decide the singular positions.

**CO6:** Select a robotic system for given industrial application.

### Course Contents

<table>
<thead>
<tr>
<th>Unit I</th>
<th>Introduction to Robotics</th>
<th>(06 Hrs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robot components, Degrees of freedom, Robot joints, Robot reference frames, Robot specifications: repeatability, spatial resolution, compliance, load carrying capacity, speed of response, work volume, work envelope, reach etc., end effectors (Wrist), concept of: yaw, pitch and roll. Robot classification: according to Co-ordinate system: Cartesian, cylindrical, spherical, SCARA, Articulated, Control Method: Servo controlled &amp; non-servo controlled, their comparative study, Form of motion: P-T-P (point to point), C-P (continuous path), pick and place etc. and their comparative study</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Mapping of Course Outcomes for Unit I**

**CO1:** Differentiate between types of robots based on configuration, method of control, types of drives, sensors used etc.

<table>
<thead>
<tr>
<th>Unit II</th>
<th>Mathematical preliminaries</th>
<th>(06 Hrs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homogeneous Coordinate, Translational Transformation, Rotational Transformation, coordinate reference frames, Effect of pre and post multiplication of transformation, Concept of Homogeneous transformation, Euler angles and singularities</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mapping of Course Outcomes for Unit II</td>
<td>CO2: Choose a specific robot for specific application with given specifications.</td>
<td></td>
</tr>
<tr>
<td>--------------------------------------</td>
<td>--------------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td><strong>Unit III</strong></td>
<td><strong>Forward Kinematics:</strong> (06 Hrs.)</td>
<td></td>
</tr>
<tr>
<td>Mapping of Course Outcomes for Unit III</td>
<td>CO3: Determine the D-H parameters for a robot configuration using concepts from robot arm kinematics which further leads to forward/inverse kinematics</td>
<td></td>
</tr>
<tr>
<td><strong>Unit IV</strong></td>
<td><strong>Inverse Kinematics and Robot Dynamics</strong> (06 Hrs.)</td>
<td></td>
</tr>
<tr>
<td><strong>Inverse Kinematics:</strong> Concept of Inverse Kinematics, general properties of inverse solution such as existence and uniqueness of solution, inverse solution by direct approach, Geometric approach, inverse solution for simple SCARA Robots, numerical’s for simple three axis robots based on direct approach.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Robot Dynamics:</strong> Lagrange’s Equation, Kinetic and potential energy Equations, Euler-Lagrange analysis for a single prismatic joint working against gravity and single revolute joint. Equation of motion.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mapping of Course Outcomes for Unit IV</td>
<td>CO4: Determine the D-H parameters for a robot configuration using concepts from robot arm kinematics which further leads to forward/inverse kinematics</td>
<td></td>
</tr>
<tr>
<td><strong>Unit V</strong></td>
<td><strong>Differential motion and Control</strong> (06 Hrs.)</td>
<td></td>
</tr>
<tr>
<td><strong>Manipulator Differential Motion:</strong> Concept of linear and angular velocity, Relationship between transformation matrix and angular velocity, manipulator Jacobian, Jacobian for prismatic and revolute joint, Jacobian Inverse, Singularities.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Control of Robot Arm:</strong> Modeling of DC motor and load, closed loop control in position servo, the effect of friction and gravity, control of a robotic joint, position velocity and acceleration profiles for trapezoidal velocity profile.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Control of Robot manipulator:</strong> joint position controls (JPC), resolved motion position controls (RMPC) &amp; resolved motion rate control (RMRC).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mapping of Course Outcomes for Unit V</td>
<td>CO5: Calculate the Jacobian matrix for robot arm velocity and decide the singular positions.</td>
<td></td>
</tr>
<tr>
<td><strong>Unit VI</strong></td>
<td><strong>Actuators and sensors</strong> (06 Hrs.)</td>
<td></td>
</tr>
<tr>
<td><strong>Drive Technology:</strong> Hydraulic, Pneumatic, Electric (stepper motor, D.C. servo motor, BLDC Motors) in detail with selection criteria. Sensors in servo control system: Resolver, rotary shaft encoders, potentiometers, tacho-generators.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Industrial Applications of Robots:</strong> Welding, Spray-painting, Grinding, Handling of rotary tools, Parts handling/transfer, Assembly operations, parts sorting, parts inspection, Potential applications in Nuclear and fossil fuel power plant etc. (Details for the above applications are selection criterion of robots, sensors used, selection of drives and actuators, methods of control, peripheral devices used etc).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mapping of Course Outcomes for Unit VI</td>
<td>CO6: Select a robotic system for given industrial application</td>
<td></td>
</tr>
</tbody>
</table>
**Note:**

**Industrial Visit:**

At least one industrial visit should be arranged supporting the classroom teaching and student should submit a report on that industrial robot application including type of robot, method of control, type of application, sensor interface, method of programming etc.

**Learning Resources**

<table>
<thead>
<tr>
<th><strong>Text Books:</strong></th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th><strong>Reference Books:</strong></th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th><strong>MOOC / NPTEL Courses:</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>2. NPTEL Course “Title of the Course”, Name of the Faculty member, Name of the conducting Institute</td>
</tr>
</tbody>
</table>
# Teaching Scheme:

<table>
<thead>
<tr>
<th>Theory: 3 Hours/Week</th>
<th>Credit</th>
<th>Examination Scheme:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>03</td>
<td>In-Sem (Theory): 30 Marks</td>
</tr>
<tr>
<td></td>
<td></td>
<td>End Sem (Theory): 70 Marks</td>
</tr>
</tbody>
</table>

## Prerequisite Courses, if any:

1. Problem Solving and Object Oriented Technologies.

## Companion Course, if any:

## Course Objectives:

- To introduce to the field of human-computer-interaction study.
- To gain an understanding of the human part of human-computer-interactions.
- To learn to do design and evaluate effective human-computer-interactions.
- To study HCI models and theories.
- To understand HCI design processes.
- To apply HCI to real life use cases.

## Course Outcomes:

On completion of the course, learner will be able to

- **CO1:** Explain importance of HCI study and principles of user-centered design (UCD) approach
- **CO2:** Develop understanding of human factors in HCI design
- **CO3:** Develop understanding of models, paradigms and context of interactions
- **CO4:** Design effective user-interfaces following a structured and organized UCD process.
- **CO5:** Evaluate usability of a user-interface design.
- **CO6:** Apply cognitive models for predicting human-computer-interactions.

## Course Contents

### Unit I

Introduction (06 Hours)

What is HCI?, Disciplines involved in HCI, Why HCI study is important? The psychology of everyday things, Principles of HCI, User-centered Design

**Mapping of Course Outcomes for Unit I**

<table>
<thead>
<tr>
<th>CO1: Introduce to the field of human-computer-interaction study</th>
</tr>
</thead>
</table>

### Unit II

Understanding the Human (06 Hours)

Input-output channels, Human memory, Thinking: Reasoning and Problem Solving, Human emotions, Individual differences, Psychology and Design

**Mapping of Course Outcomes for Unit II**

<p>| CO2: Develop understanding of human factors in HCI design. |</p>
<table>
<thead>
<tr>
<th>Unit III</th>
<th>Understanding The Interaction</th>
<th>(06 Hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Models of interaction, Ergonomics, Interaction styles, WIMP Interface, Interactivity, Context of interaction, User experience, Paradigms of Interactions</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit III</th>
<th>CO3: To develop understanding of models, paradigms and context of interactions.</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Unit IV</th>
<th>HCI- Design Process</th>
<th>(06 Hours)</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit IV</th>
<th>CO4: Design effective user-interfaces following a structured and organized UCD process</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Unit V</th>
<th>HCI - Design Rules, Guidelines And Evaluation Techniques</th>
<th>(06 Hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Principles that support usability, Design standards, Design Guidelines, Golden rules and heuristics, Using toolkits, User interface management system (UIMS), Goals of evaluation, Evaluation Criteria, Evaluation through expert analysis, Evaluation through user participation, Choosing an Evaluation Method</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit V</th>
<th>CO5: Evaluate usability of a user-interface design</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Unit VI</th>
<th>HCI Models And Theories</th>
<th>(06 Hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goal and task hierarchy model, Linguistic model, Physical and device models, Cognitive architectures, Hierarchical task analysis (HTA), Uses of task analysis, Diagrammatic dialog design notations, Computer mediated communication, Ubiquitous Computing, Finding things on web Future of HCI</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit VI</th>
<th>CO6: Apply cognitive models for predicting human-computer-interactions</th>
</tr>
</thead>
</table>

### Learning Resources

**Text Books:**

**Reference Books:**

5. Alan Cooper (1 January 1999). The Inmates are running the Asylum, Sam’s. ISBN 978-0-672-31649-4.

**MOOC / NPTEL Courses/Web Links:**

Savitribai Phule Pune University  
BEElectronics & Computer Engineering (2019 Course)  
410345C:Digital System Design (Elective-IV)

<table>
<thead>
<tr>
<th>Teaching Scheme:</th>
<th>Credit</th>
<th>Examination Scheme:</th>
</tr>
</thead>
</table>
| Theory: 03 hrs. / week | 03 | In-Sem (Theory): 30 Marks  
End Sem (Theory): 70 Marks |

Prerequisite Courses, if any: Digital Circuits

**Course Objectives:** To make the students understand
- Basic building blocks, logic gates, adders, multipliers, shifters and other digital devices.
- To apply logic minimization techniques, including Karnaugh Maps.
- Use of standard digital memory devices as components in complex subsystems.
- To learn techniques and tools for programmable logic design.

**Course Outcomes:** On completion of the course, learner will be able to –
- CO1: Understand the basics of Hardware Description Languages, Program structure and basic Language elements of Verilog.
- CO2: Analyze, design and implement combinational logic circuits.
- CO3: Analyze, design and implement sequential circuits.
- CO4: Describe the concepts of Datapath Controllers.
- CO5: Analyze digital system design and arithmetic processor using PLD.
- CO6: Describe the concepts of Postsynthesis Design of digital circuits.

**Course Contents**

<table>
<thead>
<tr>
<th>Unit I</th>
<th>Introduction to Digital Design Methodology</th>
<th>(06 Hrs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mapping of Course Outcomes for Unit I</td>
<td>CO1: Understand the basics of Hardware Description Languages, Program structure and basic language elements of Verilog.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Unit II</th>
<th>Combinational Logic Design</th>
<th>(06 Hrs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Review of Combinational and Sequential logic design, Structural models of combinational logic, Propagation delay, Behavioral Modeling, Boolean equation based behavioral models of combinational logic, Cyclic behavioral model of flip-flop and latches, A comparison of styles for behavioral modeling, Design documentation with functions and tasks.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mapping of Course Outcomes for Unit II</td>
<td>CO2: Analyze, design and implement combinational logic circuits.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Unit III</th>
<th>Sequential Logic Design</th>
<th>(06 Hrs.)</th>
</tr>
</thead>
</table>
Synthesis of Combinational and Sequential logic, Introduction to synthesis, Synthesis of combinational logic, Synthesis of sequential logic with latches, Synthesis of three-state devices and bus interfaces, Synthesis of sequential logic with flip-flops, Registered logic, Synthesis of gated clocks and clock enables, Anticipating the results of synthesis, Resets, Synthesis of loops, Design traps to avoid, Divide and Conquer: partitioning a design.

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit III</th>
<th>CO3: Analyze, design and implement sequential circuits.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit IV</strong></td>
<td><strong>Design and Synthesis of Datapath Controllers</strong></td>
</tr>
</tbody>
</table>

Design and Synthesis of Datapath Controllers, Partitioned sequential machines, Design example: Binary counter, Design and synthesis of a RISC stored-program machine, Processor, ALU, Controller, Instruction Set, Controller Design and Program Execution, UART, Operation, Transmitter, Receiver.

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit IV</th>
<th>CO4: Describe the concepts of Datapath Controllers.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit V</strong></td>
<td><strong>Programmable Logic Devices and Arithmetic Processors</strong></td>
</tr>
</tbody>
</table>

Programmable logic devices, Storage devices, Programmable Logic Array (PLA), Programmable Array Logic (PAL), Programmability of PLDs, Complex PLDs, Introduction to Altera and Xilinx FPGAs, Algorithms, Nested loop programs and data flow graphs, Design Example of Pipelined Adder, Pipelined FIR Filter, Circular buffers, FIFOs and Synchronization across clock domains, Functional units for addition, subtraction, multiplication and division, Multiplication of signed binary numbers and fractions.

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit V</th>
<th>CO5: Analyse digital system design and arithmetic processor using PLD.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit VI</strong></td>
<td><strong>Post Synthesis Design Tasks</strong></td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit VI</th>
<th>CO6: Describe the concepts of Postsynthesis Design of digital circuits.</th>
</tr>
</thead>
</table>

### Learning Resources

**Text Books:**


**Reference Books:**

Savitribai Phule Pune University

BE Electronics and Computer Engineering (2019 Course)

410345D: Augmented and Virtual Reality (Elective-IV)

Teaching Scheme: | Credit: | Examination Scheme: |
---|---|---|
Theory: 03hrs./week | 03 | In-Sem (Theory): 30 Marks  
End-Sem (Theory): 70 Marks |

Prerequisite Courses, if any: Computer Graphics

Companion Course, if any:

**Course Objectives:** To make the students understand
- To understand fundamentals of augmented and virtual reality
- To describe various elements and components used in AR/VR Hardware and Software
- To understand the methods used for representing and rendering the virtual world
- To create Augmented Reality application that allows users to interact with the immersive 3D world.

**Course Outcomes:** After successfully completing the course, learner will be able to,

**CO1:** Understand the basics of Augmented and Virtual reality systems and list their applications  
**CO2:** Describe interface to the Virtual World with the help of input and output devices  
**CO3:** Explain representation and rendering system in the context of Virtual Reality  
**CO4:** Analyze manipulation, navigation and interaction of elements in the virtual world  
**CO5:** Summarize the basic concepts and hardware of Augmented Reality system  
**CO6:** Create Mobile Augmented Reality using Augmented Reality techniques and software system.

**Course Contents**

<table>
<thead>
<tr>
<th>Unit I</th>
<th>Introduction</th>
<th>(06 Hrs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mapping of Course Outcomes for Unit I</strong></td>
<td><strong>CO1:</strong> Understand the basics of Augmented and Virtual reality systems and list their applications.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Unit II</th>
<th>Interface To The Virtual World</th>
<th>(08 Hrs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> User Monitoring, Position Tracking, Body Tracking, Physical input Devices, Speech Recognition (Audio Input) and World Monitoring: Persistent Virtual Worlds, Bringing the Real World into the Virtual</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
**World.**

**Output:**

**Visual Displays:** Properties of Visual Displays, Monitor-based or Fishtank-VR, Projection-based VR, Head-based VR, See-through Head-based Displays, Handheld VR.

**Aural Displays:** Properties of Aural Displays, Head-based Aural Displays- Headphones, Stationary Aural Displays-Speakers.

**Haptic Displays:** Properties of Haptic Displays, Tactile Haptic Displays, End-effector Displays, Robotically Operated Shape Displays, Vestibular and Other Senses.

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit II</th>
<th>CO2: Describe interface to the Virtual World with the help of input and output devices</th>
</tr>
</thead>
</table>

**Unit III** | **Representing And Rendering The Virtual World** | (08 Hrs.)


**Rendering Systems:**


**Aural Rendering Systems:** Visual Rendering Methods, Rendering Complex Sounds, Sound Generation Hardware, Internal Computer Representation.

**Haptic Rendering Systems:** Haptic Rendering Methods, Rendering Complex Haptic Scenes with Force Displays, Haptic Rendering Techniques.

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit III</th>
<th>CO3: Explain representation and rendering system in the context of Virtual Reality</th>
</tr>
</thead>
</table>

**Unit IV** | **Interacting With The Virtual World And Virtual Reality Experience** | (07 Hrs.)

User Interface Metaphors, Manipulating a Virtual World, Properties of Manipulation, Manipulation Operations, Navigating in a Virtual World-Way finding and Travelling, Classes of Travel Methods Interacting with Others-Shared Experience, Collaborative Interaction, Interacting with the VR System, Immersion, Rules of the Virtual World: Physics, Substance of the Virtual World.

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit IV</th>
<th>CO4: Analyze manipulation, navigation and interaction of elements in the virtual world</th>
</tr>
</thead>
</table>

**Unit V** | **Augmented Reality** | (06 Hrs.)

**Concepts:** Computer Graphics, Dimensionality, Depth Cues, Registration and Latency, Working of Augmented Reality, Augmented Reality Hardware (Sensors, Processors, Displays), Ingredients of an AR Experience.

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit V</th>
<th>CO5: Summarize the basic concepts and hardware of Augmented Reality system</th>
</tr>
</thead>
</table>

**Unit VI** | **Augmented Reality Software And Mobile Augmented Reality** | (07 Hrs.)

Augmented Reality Systems, Software Components, Software Tools for Content Creation, Interaction in
Augmented Reality, **Augmented Reality Techniques:** Marker based and Marker less tracking, Mobile Augmented Reality.

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit VI</th>
<th>CO6: Create Mobile Augmented Reality using Augmented Reality techniques and software system.</th>
</tr>
</thead>
</table>

## Learning Resources

### Text Books:


### Reference Books:


### MOOC Courses link:

- [https://nptel.ac.in/courses/106/106/106106138/](https://nptel.ac.in/courses/106/106/106106138/)
- [https://www.coursera.org/learn/introduction-virtual-reality](https://www.coursera.org/learn/introduction-virtual-reality)
- [https://www.coursera.org/learn/ar](https://www.coursera.org/learn/ar)

### e-Books :

Savitribai Phule Pune University  
BE Electronics and Computer Engineering (2019 Course)  
410346: Laboratory Practice I  
(Data Science & Visualization and Internet of Things Lab)

<table>
<thead>
<tr>
<th>Teaching Scheme:</th>
<th>Credit:</th>
<th>Examination Scheme:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Practical: 04 hrs./week</td>
<td>02</td>
<td>Practical: 50 Marks</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Termwork: 25 Marks</td>
</tr>
</tbody>
</table>

**Data Science & Visualization Lab**

**Prerequisite Courses, if any:** Computer graphics, Database management system, Python

**Companion Course, if any:**

**List of Laboratory Experiments:**

(Perform Any 10 Experiments)

1. Data Manipulation in Python using Pandas.
2. Calculating Mean, Median, variance and plotting Correlation and Normal Distribution of a data using Python.
3. Importing and exporting CSV files using Pandas in Python and analyzing data (like shape, display of data in CSV file, checking missing value, and correlation) in CSV files.
4. Importing dataset (CSV file) and Python program to demonstrate the various plots using Matplotlib library on dataset.
5. Stock market analysis using Python Pandas with suitable dataset.
6. Titanic Dataset Exploratory Data Analysis (EDA) using Seaborn.
7. Build training and testing dataset Titanic predict the probability of a survival of a person based on gender, age and passenger-class.
8. Implementation of Simple and Multiple Linear Regression With scikit-learn in Python.
9. Implementation of K means Clustering in Python with suitable dataset.
10. Implementation of decision tree classifier using python with suitable dataset.
11. Implementation of AND/NAND gate using feed forward Neural Network.
12. Implementation of OR/NOR gate using feed forward Neural Network.
13. Implementation of EX-OR gate using feed forward Neural Network.
### List of Laboratory Experiments:

**Group A (Perform Any 6)**

1. Interfacing of LED with Arduino and program for blinking LED.
2. Interfacing touch sensor, LDR, Gas sensor with Arduino board and program for the same.
3. Interfacing of DC motor with Arduino and program for speed control of dc motor using PWM.
4. Interfacing of 16x2 LCD with Arduino board for display of message or information.
5. Interfacing temperature sensor LM35 with Arduino board and program to display temperature
6. Interfacing PIR sensor with Arduino board and program to turn on buzzer when motion detected
7. Interface RGB LED with Arduino board and program to display all possible color
8. Wireless communication between Arduino and PC using Bluetooth protocol.
9. Interfacing Wi-Fi module with Arduino.

**Group B (Perform Any 4)**

10. Study of different operating systems for Raspberry-Pi /Beagle board. Understanding the process of OS installation on Raspberry-Pi /Beagle board.
11. Study of Connectivity and configuration of Raspberry-Pi /Beagle board circuit with basic peripherals, LEDS. Understanding GPIO and its use in program.
12. Understanding the connectivity of Raspberry-Pi /Beagle board circuit with ultrasonic sensor. Write an application program of for measurement of distance.
13. Understanding the connectivity of Raspberry-Pi /Beagle board circuit with IR sensor. Write an application to detect obstacle and notify user using LEDs.
15. Understanding and connectivity of Raspberry-Pi /Beagle board with a Zigbee module. Write a network application for communication between two devices using Zigbee.
16. Write a server application to be deployed on Raspberry-Pi /Beagle board. Write client applications to get services from the server application.

**Group C (Any one Case study from the following)**

17. Develop a Real time application like smart home with following requirements: When user enters into house the required appliances like fan, light should be switched ON. Appliances should also
get controlled remotely by a suitable web interface. The objective of this application is student should construct complete Smart application in group.

18. Develop a Real time application like a smart home with following requirements: If anyone comes at door the camera module automatically captures his image send it to the email account of user or send notification to the user. Door will open only after user’s approval.
Savitribai Phule Pune University
BE Electronics and Computer Engineering (2019 Course)
410347: Laboratory Practice II
(Web Technology and Elective-III Lab)

<table>
<thead>
<tr>
<th>Teaching Scheme:</th>
<th>Credit:</th>
<th>Examination Scheme:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Practical: 04 hrs. / week</td>
<td>02</td>
<td>Oral: 50 Marks Termwork: 25 Marks</td>
</tr>
</tbody>
</table>

**Web Technology Lab**

**Prerequisite Courses, if any:**

**Companion Course, if any:**

**Course Objectives:**
- To use current client side and server side web technologies
- To implement communication among the computing nodes using current client side and server side technologies
- To design and implement web services with content management

**Course Outcomes:**

*After successfully completing the course students will be able to,*

- CO1: Understand the importance of website planning and website design issues.
- CO2: Design & Implement static web application using client side technologies.
- CO3: Develop dynamic web based application using suitable client side and server side web technologies
- CO5: Create three tier web based application
- CO6: Develop solution to complex problems using appropriate method, technologies, frameworks, web services and content management

**Guidelines for Student Journal**

The laboratory assignments are to be submitted by student in the form of journal. Journal consists of prologue, Certificate, table of contents, and *handwritten write-up* of each assignment (Title, Objectives, Problem Statement, Outcomes, software & Hardware requirements, Date of Completion, Assessment grade/marks and assessor's sign, Theory- Concept/technology/tool in brief, design, test cases, conclusion/analysis. **Program codes with sample output of all performed assignments are to be submitted as softcopy.**

**Guidelines for Assessment**

Continuous assessment of laboratory work is done based on overall performance and lab assignments performance of student. Each lab assignment assessment will assign grade/marks based on parameters with appropriate weightage. Suggested parameters for overall assessment as well as each lab assignment assessment include- timely completion, performance, innovation, efficient codes, punctuality and neatness.
Guidelines for Laboratory Conduction

The instructor is expected to frame the assignments by understanding the prerequisites, technological aspects, utility and recent trends related to the topic. The assignment framing policy need to address the average students and inclusive of an element to attract and promote the intelligent students. The instructor may set multiple sets of assignments and distribute among batches of students. It is appreciated if the assignments are based on real world problems/applications. Encourage students for appropriate use of Hungarian notation, proper indentation and comments. Use of open source software is to be encouraged. In addition to these, instructor may assign one real life application in the form of a mini-project based on the concepts learned. Instructor may also set one assignment or mini-project that is suitable to respective branch beyond the scope of syllabus.

List of Laboratory Assignments

1. Installation and Configuration of Web Application Servers Tomcat, Apache, WebSphere, JBoss, GlassFish.
2. Design and develop any suitable web application using HTML, CSS and XML in consultation of course instructor.
3. Design and implement a simple calculator using Java Script for operations like addition, multiplication, subtraction, division, square of number etc.
   a. Design calculator interface like text field for input and output, buttons for numbers and operators .
   b. Validate input values, Prompt/alerts for invalid values etc.
4. Implement the sample program demonstrating the use of Servlet with Mysql Connectivity. E.g. Create Employee Registration using Servlet.
5. Create Dynamic web application using JSP &Mysql. E.g. :- Students Registration System
6. Design Dynamic we application using PHP &MysqlE.g:- Restaurant Management system
7. Design an application using Angular JS.e.g., Design registration (first name, last name, username, password) and login page using Angular JS.
9. Mini Project: Design and implement a dynamic web application for any business functionality by using web development technologies that you have learnt in the above given assignments.

Savitribai Phule Pune University
BE Electronics and Computer Engineering (2019 Course)
Big Data Analytics Lab: Elective-III Lab

Course Objectives:
1. To understand Big data primitives and fundamentals.
2. To understand the different Big data processing techniques.
3. To understand and apply the Analytical concept of Big data using Python.
4. To understand different data visualization techniques for Big Data.
5. To understand the application and impact of Big Data.
6. To understand emerging trends in Big data analytics.

Course Outcomes: On completion of the course, students will be able to–
CO1: Apply Big data primitives and fundamentals for application development.
CO2: Explore different Big data processing techniques with use cases.
CO3: Apply the Analytical concept of Big data using Python.
CO4: Visualize the Big Data using Tableau.
CO5: Design algorithms and techniques for Big data analytics.
CO6: Design and develop Big data analytic application for emerging trends.

List of Laboratory Assignments

**Group A: Assignments based on the Hadoop**
1. Single node/Multiple node Hadoop Installation.
2. Design a distributed application using MapReduce(Using Java) which processes a log file of a system.
   List out the users who have logged for maximum period on the system. Use simple log file from the Internet and process it using a pseudo distribution mode on Hadoop platform.
3. Write an application using HiveQL for flight information system which will include
   a. Creating, Dropping, and altering Database tables.
   b. Creating an external Hive table.
   c. Load table with data, insert new values and field in the table, Join tables with Hive
   d. Create index on Flight Information Table
   e. Find the average departure delay per day in 2008.

**Group B: Assignments based on Data Analytics using Python**
4. Perform the following operations using Python on the Facebook metrics data sets
   a. Create data subsets
   b. Merge Data
   c. Sort Data
   d. Transposing Data
   e. Shape and reshape Data
5. Perform the following operations using Python on the Air quality and Heart Diseases data sets
   a. Data cleaning
   b. Data integration
   c. Data transformation
   d. Error correcting
   e. Data model building
6. Integrate Python and Hadoop and perform the following operations on forest fire dataset
   a. Data analysis using the Map Reduce in PyHadoop
   b. Data mining in Hive
7. Visualize the data using Python libraries matplotlib, seaborn by plotting the graphs for assignment no. 2 and 3 (Group B)
8. Perform the following data visualization operations using Tableau on Adult and Iris datasets.
   a. 1D (Linear) Data visualization
   b. 2D (Planar) Data Visualization
   c. 3D (Volumetric) Data Visualization
   d. Temporal Data Visualization
   e. Multidimensional Data Visualization
   f. Tree/ Hierarchical Data visualization
   g. Network Data visualization

**Group C: Model Implementation**
Create a review scraper for any ecommerce website to fetch real time comments, reviews, ratings,
Develop a mini project in a group using different predictive models techniques to solve any real life problem. (Refer link dataset: https://www.kaggle.com/tanmoyie/us-graduate-schools-admission-parameters)

**Savitribai Phule Pune University**  
**BE Electronics and Computer Engineering (2019 Course)**  
**Mobile Application Development Lab: Elective-III Lab**

### List of Laboratory Experiments

#### Group A: [Any 4 to be performed]
1. Compare various operating systems with Android OS.
2. Install or configure JAVA Development kit (JDK), android studio and android SDK.
3. Configure android Development Tools (ADT) plug-in and create android virtual device.
4. Develop a program to implement linear layout and absolute layout
5. Develop a program to implement Text View and Edit View

#### Group B: Compulsory
6. Develop a program to implement Autocomplete text view
7. Develop a program to implement Button, Image Button, Toggle Button
8. Develop a program to implement login window using UI controls
9. Develop a program to implement Checkbox

#### Group C: [Any 2 to be performed]
10. Develop a program to implement Date and Time Picker.
11. Develop a program to create an activity
12. Deploy a program to send SMS and receive SMS
13. Deploy Map based Application

---

**Savitribai Phule Pune University**  
**BE Electronics and Computer Engineering (2019 Course)**  
**Information and Cyber Security Lab: Elective-III Lab**

### List of Laboratory Experiments (All Expt. are compulsory)

1. Setup a wired LAN using Layer 2 Switch. It includes preparation of cable, testing of cable using line tester, configuration machine using IP addresses, testing using PING utility and demonstrating the PING packets captured traces using Wireshark Packet Analyzer Tool
2. Demonstrate the different types of topologies and types of transmission media by using a packet tracer tool.
3. Setup a WAN which contains wired as well as wireless LAN by using a packet tracer tool. Demonstrate transfer of a packet from LAN 1 (wired LAN) to LAN2 (Wireless LAN).
4. Write a program for error detection and correction for 7/8 bits ASCII codes using Hamming Codes or CRC.
5. Write a program to simulate Go back N and Selective Repeat Modes of Sliding Window Protocol in Peer-to-Peer mode.
6. Implement a client and a server on different computers using python. Perform the communication between these two entities by using RSA cryptosystem.
7. Demonstrate how to provide secure data storage, secure data transmission & for creating digital signature.
8. Demonstrate intrusion detection system using any tool.
9. Implement a client and a server on different computers using python. Perform the encryption of message of sender between these two entities by using DES Algorithm and use Diffie Hellman method for exchange of keys.
10. Use the snort intrusion detection package to analyze traffic and create a signature to identify problem traffic.

**Savitribai Phule Pune University**
**BE Electronics and Computer Engineering (2019 Course)**
**Digital Image Processing Lab: Elective-III Lab**

**Note:** Experiments are to be performed using preferably open source software or MATLAB or C

**List of Laboratory Experiments**

**Perform any 10 experiments:**

1. Conversion of 24 bit color image to 8 bit, 4 bit image.
2. Perform Morphological operations – Erosion, Dilation, Opening, Closing
3. Apply image negation and power-law correction operations on image.
5. Enhance image using histogram equalization and stretching.
6. To perform image filtering in spatial domain.
7. To perform image filtering in frequency domain
8. Perform image smoothing and sharpening operations.
11. Apply Global and adaptive thresholding to an image.
12. To perform image classification / recognition
Savitribai Phule Pune University
BE Electronics and Computer Engineering (2019 Course)

410348: Project Stage I

Teaching Scheme:  
Practical: 02hrs. / week  
Examination Scheme:  
Oral: 50 Marks

Prerequisite Courses, if any:

Companion Course, if any:

Course Objectives:
- To apply the knowledge for solving realistic problems
- To develop problem solving ability
- To implement their ideas/real time industrial problem/ current applications from their engineering domain.
- To develop plans with help of team members to achieve the project's goals.
- To break work down into tasks and determine appropriate procedures.
- To estimate and cost the human and physical resources required, and make plans to obtain the necessary resources.
- To allocate roles with clear lines of responsibility and accountability and learn team work ethics.
- To apply communication skills to effectively promote ideas, goals or products.

Course Outcomes: On completion of the course, student will be able to–
- Solve real life problems by applying knowledge.
- Analyze alternative approaches, apply and use most appropriate one for feasible solution.
- To function effectively as a team to accomplish a desired goal.
- An understanding of professional, ethical, legal, security and social issues and responsibilities related to Information Technology Project.

Guidelines:
- Term work assessment is based on the project topic. It consists of Literature Survey and basic project work. The abstract of the project should be submitted before Term work assessment.
- The report consists of the Literature Survey, basic project work and the size of the report should be maximum of 30 to 35 pages.
- The assessment is based on Innovative Idea, Depth of understanding, Applications, Individual contributions, presentation, and the grade given by the internal guide based on the work carried out in a semester.
- A log book of Work carried out during the semester will be maintained with monthly review remarks by the guide and HoD.
- A certified copy of report is required to be presented to external examiner at the time of final examination.

1. Group Size The student will carry the project work individually or by a group of students. Optimum group size is in 3 students. However, if project complexity demands a maximum group size of 4 students, the committee should be convinced about such complexity and scope of the
work.

2. **Selection and approval of topic For Hardware Based Topics:** Topic should be related to real life application in the field of Electronics, for example:
   - Investigation of the latest development in a specific field of Electronics or Communication or Signal Processing
   - The investigation of practical problem in manufacture and / or testing of electronics or communication equipment
   - The Microprocessor / Microcontroller based applications project is preferable.
   - Software development project related to VHDL, Communication, Instrumentation, Signal Processing and Agriculture Engineering with the justification for techniques used / implemented is accepted.
   - Interdisciplinary projects should be encouraged. The examination will be conducted independently in respective departments.

3. **Selection and approval of topic for Software Based Topics:**
   The majority of the students are expected to work on a real-life project preferably in some industry/ Research and Development Laboratories/Educational Institution/Software Company. Students are encouraged to work in the areas listed below. However, it is not mandatory for a student to work on a real-life project. The student can formulate a project problem with the help of her/his Guide and submit the project proposal of the same. Approval of the project proposal is mandatory. If approved, the student can commence working on it, and complete it. Use the latest versions of the software packages for the development of the project.

**Software Based Project Areas:**
   - Database Management System
   - Data Science and Data Analytics
   - Any real-life project preferably in some industry/ Research and Development Laboratories/Educational Institution/Software Company
   - C/C++, JAVA, Python etc. programming language based any new application
   - Android Based application
   - IoT Based application
   - Artificial Intelligence Based application
   - Machine Learning based application
   - Deep Learning based application
   - Areas are not limited to above

4. **Note:** The group should maintain a logbook of activities. It should have entries related to the work done, problems faced, solution evolved etc., duly signed by internal and external guides. Project report must be submitted in the prescribed format only. No variation in the format will be accepted. One guide will be assigned at the most 3 project groups.

5. **Oral is based on presentation of the project work carried throughout the semester. Assessment is based on the project topic. It consists of Literature Survey and basic project work. The abstract of the project should be submitted before Term work assessment. The report consists of the Literature Survey, basic project work and the size of the report should be maximum of 40 pages. The examination is conducted by two examiners (internal and external) appointed by the university. The examiners appointed must have minimum 5 years of experience with UG qualification or 2 years with PG qualification.
6. The assessment is based on Innovative Idea, Depth of understanding, Applications, Individual contributions, presentation, and the grade given by the internal guide based on the work carried out in a semester.

7. A certified copy of report is required to be presented to external examiner at the time of final examination.
**Course Objectives:**
- To Understand the various IoT Protocols
- To Understand the IoT Reference Architecture and Real World Design Constraints
- To learn the concept of Botnet

**Course Outcomes:** On completion of the course, learner will be able to
- Implement security as a culture and show mistakes that make applications vulnerable to attacks.
- Understand various attacks like DoS, buffer overflow, web specific, database specific, web-spoofing attacks.
- Demonstrate skills needed to deal with common programming errors that lead to most security problems and to learn how to develop secure applications

**Course Contents**

1. **Introduction**

2. **IRC-Based Bot Networks**

3. **Anatomy of a Botnet: The Gaobot Worm**

4. **IoT Sensors and Security** : Sensors and actuators in IoT, Communication and networking in IoT, Real-time data collection in IoT, Data analytics in IoT, IoT applications and requirements, Security threats and techniques in IoT, Data trustworthiness and privacy in IoT, Balancing utility and other design goals in IoT, Future of Botnets in the Internet of Things, Thingbots, Elements of Typical IRC Bot Attack, Malicious use of Bots and Botnet


---

**Savitribai Phule Pune University**

**BE Electronics and Computer Engineering (2019 Course)**

410349A: **Mandatory Audit Course 7: Environmental issues and Disaster Management**

**Course Objectives:**
1. Study the various types of natural resources and problems due to over exploitation
2. Learn various factors which cause environmental pollution and their control measures
3. Study various hazards & disasters, their affects and mitigation measures.
Course Outcomes: On completion of the course, learner will be able to -
CO1: Understand the various types of natural resources and problems due to over exploitation
CO2: Understand various factors which cause environmental pollution and their control measures.
CO3: Understand various hazards & disasters, their affects and mitigation measures.

Course Contents

1. Environmental Pollution-
   Environmental Pollution- Definition, Causes, effects and control of air pollution, water pollution, soil pollution, marine pollution, noise pollution, thermal pollution, nuclear hazards, human role in prevention of pollution, Solid waste management, Disaster management, floods, earthquake, cyclone and landslides.

2. Social issues and Environment

3. Disaster Management
   Introduction: Concepts and definitions: disaster, hazard, vulnerability, risk, capacity, impact, prevention, mitigation). Disasters classification; natural disasters (floods, draught, cyclones, volcanoes, earthquakes, tsunami, landslides, coastal erosion, soil erosion, forest fires etc.); manmade disasters (industrial pollution, artificial flooding in urban areas, nuclear radiation, chemical spills etc); hazard and vulnerability profile of India, mountain and coastal areas, ecological fragility

Learning Resources

Text Books:

Reference Books:

Savitribai Phule Pune University
BEElectronics and Computer Engineering (2019 Course)

410349A: Mandatory Audit Course 7: Emotional Intelligence

Course Objectives:
- To develop an awareness of EI models
- To recognize the benefits of EI
- To understand how you use emotion to facilitate thought and behavior
To know and utilize the difference between reaction and considered response

Course Outcomes:
On completion of the course, learner will be able to–
1. Expand your knowledge of emotional patterns in yourself and others
2. Discover how you can manage your emotions, and positively influence yourself and others
3. Build more effective relationships with people at work and at home
4. Positively influence and motivate colleagues, team members, managers
5. Increase the leadership effectiveness by creating an atmosphere that engages others

Course Contents

1. Introduction to Emotional Intelligence (EI) : Emotional Intelligence and various EI models, The EQ competencies of self-awareness, self-regulation, motivation, empathy, and interpersonal skills, Understand EQ and its importance in life and the workplace
2. Know and manage your emotions: emotions, The different levels of emotional awareness, Increase your emotional knowledge of yourself, Recognize „negative” and „positive” emotions. The relationship between emotions, thought and behavior, Discover the importance of values, The impact of not managing and processing „negative” emotions, Techniques to manage your emotions in challenging situations
3. Recognize emotions in others :The universality of emotional expression, Learn tools to enhance your ability to recognize and appropriately respond to others' emotions, Perceiving emotions accurately in others to build empathy
4. Relate to others: Applying EI in the workplace, the role of empathy and trust in relationships, Increase your ability to create effective working relationships with others (peers, subordinates, managers, clients, Find out how to deal with conflict, Tools to lead, motivate others and create a high performing team.

Learning Resources

Books:

Savitribai Phule Pune University
BEElectronics and Computer Engineering (2019 Course)
410349A: MandatoryAudit Course 7:Critical Thinking

Course Objective:

• To make students a better thinker, sharpen their mind, clarify thoughts, and help them to make smarter decisions (especially about career).

• To overcome shortcomings of fresh graduates that they are incapable of “independent decision making”. We intend to overcome this shortcoming
Course Outcome:
- Students can expect to be smarter, stronger and more confident thinkers.
- Students can embark on a life-long journey of “self-directed learning”.

1 An introduction to Critical Thinking
- What is Critical Thinking
  - It’s role in problem solving
  - The difference between a critical thinker and one who is not
- Barriers that prevent us from thinking critically

2 The importance of being logical
- Key concepts of “Thinking fast and slow” - Logical fallacies & Mistakes we make when do not think “statistically”

3 Patterns in deductive logic
- Hypothetical syllogism - Categorical syllogism (Set theory concepts)
- Argument by elimination, based on maths, based on definition
- Evaluating deductive arguments – validity & soundness

4 Argumentation – the foundation of critical thinking
- Recognizing arguments and their structural components & indicator words

Analysis of arguments
- Categorical logic - VENN Diagrams to test logical “validity”
- Propositional logic - Complex statements & arguments
- Truth Tables – to test validity of complex statements

5 Inductive reasoning
- The importance of inductive reasoning in hypothesis testing, analytics, belief systems.
- Evaluating the strength of an inductive argument

6 Basic probability concepts
- Probability & frequency distributions
- Important parameters & measures
- Bayesian probability
SEMESTER – VIII
Savitribai Phule Pune University
BE Electronics and Computer Engineering (2019 Course)
410350: Artificial Intelligence and Machine Learning

Teaching Scheme:  
Credit: 03
Examination Scheme:
Theory: 03 hrs./week  In-Sem (Theory): 30 Marks
End-Sem (Theory): 70 Marks

Prerequisite Courses, if any: Python

Companion Course, if any:

Course Objectives: To make the students understand
• To understand the basic concept of AI, strength and weakness of problem solving and search
• To understand Problem Solving using various peculiar search strategies for AI
• To know about basic concepts of knowledge and reasoning.
• To know about basic concept of Machine learning and their types
• To understand classification & regression in Machine learning
• To know about basic concept of neural networks and model evaluation

Course Outcomes: After successfully completing the course, learner will be able to,
CO1: Evaluate Artificial Intelligence (AI) methods and describe their foundations.
CO2: Analyze and illustrate how search algorithms play vital role in problem solving, inference, perception, knowledge representation and learning.
CO3: Demonstrate knowledge of reasoning and knowledge representation for solving real world Problems.
CO4: Demonstrate basic knowledge of Machine learning for problem solving.
CO5: APPLY machine learning algorithms for classification and regression problems.
CO5: Summarize the neural networks working and its evaluation.

Course Contents

<table>
<thead>
<tr>
<th>Unit I</th>
<th>Introduction to AI</th>
<th>(07 Hrs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Introduction to Artificial Intelligence, Foundation of Artificial Intelligence, Evolution of AI, Applications of AI, Classification of AI systems with respect to environment. Artificial Intelligence vs Machine learning, Statistical Analysis: Relationship between attributes: Covariance, Correlation Coefficient, Chi Square. Intelligent Agent: Concept of Rationality, nature of environment, structure of agents.</td>
<td></td>
</tr>
</tbody>
</table>

Mapping of Course Outcomes for Unit I

<table>
<thead>
<tr>
<th>Unit II</th>
<th>Problem Solving</th>
<th>(07 Hrs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO1: Evaluate Artificial Intelligence (AI) methods and describe their foundations.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit II</th>
<th>CO2: Analyze and illustrate how search algorithms play vital role in problem solving, inference, perception, knowledge representation and learning</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit III</strong></td>
<td><strong>Knowledge and Reasoning</strong> (07 Hrs.)</td>
</tr>
<tr>
<td><strong>Knowledge and Reasoning:</strong></td>
<td>Building a Knowledge Base: Propositional logic, first order Logic, situation calculus. Theorem Proving in First Order Logic, Planning, partial order planning.</td>
</tr>
<tr>
<td><strong>Uncertain Knowledge and Reasoning:</strong></td>
<td>Probabilities, Bayesian Networks. Probabilistic reasoning over time: time and uncertainty, hidden Markova models, Kalman filter, dynamic bayesian network, keeping track of many objects</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit III</th>
<th>CO3: Demonstrate knowledge of reasoning and knowledge representation for solving real world Problems</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit IV</strong></td>
<td><strong>Introduction to Machine Learning</strong> (08 Hrs.)</td>
</tr>
<tr>
<td><strong>Introduction:</strong></td>
<td>What is Machine Learning, Examples of Machine Learning applications, Difference between Artificial intelligence and Machine learning, Difference Between Data Science and Machine Learning, Machine learning Life cycle Training versus Testing, Cross validation.</td>
</tr>
<tr>
<td><strong>Types of Learning:</strong></td>
<td>Supervised, Unsupervised and Semi-Supervised Learning, Difference between Supervised and Unsupervised Learning.</td>
</tr>
<tr>
<td><strong>Dimensionality Reduction:</strong></td>
<td>Introduction to Dimensionality Reduction, Subset Selection, Introduction to Principal Component Analysis.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit IV</th>
<th>CO4: Demonstrate basic knowledge of Machine learning for problem solving</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit V</strong></td>
<td><strong>Classification &amp; Regression</strong> (07 Hrs.)</td>
</tr>
<tr>
<td><strong>Classification:</strong></td>
<td>Decision tree, Random forest, Naive Bayes, Support vector machine.</td>
</tr>
<tr>
<td><strong>Regression:</strong></td>
<td>Regression Analysis in Machine learning, Terminologies Related to the Regression Analysis, Types of Regression, Linear Regression, Logistic Regression, Support Vector Regression.</td>
</tr>
<tr>
<td><strong>Regression trees:</strong></td>
<td>Decision tree, random forest, K-Means, K-Nearest Neighbor (KNN). Applications of classification and regression algorithms.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit V</th>
<th>CO5: APPLY machine learning algorithms for classification and regression problems.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit VI</strong></td>
<td><strong>Neural Networks and Model Evaluation</strong> (06 Hrs.)</td>
</tr>
<tr>
<td>Biological Neurons and Model of Artificial Neuron. What is ANN? Neural Network Architectures: Single Layer Network, Multi-Layer Feed Forward Neural Networks, and Feedback Networks. Learning rules, Perceptron Model and Learning in Perceptron, Limitation of Learning in Perceptron. Learning rules and activation functions, Single layer and multilayer Perceptron, Model evaluation: understanding and interpretation of confusion matrix, Accuracy, Precision, Recall, Average Precision, mAP, True positive, false positive etc., Hyper parameter Tuning</td>
<td></td>
</tr>
</tbody>
</table>
## Mapping of Course Outcomes for Unit VI

**CO6: Summarize the neural networks working and its evaluation**

### Learning Resources

#### Text Books:


#### Reference Books:

9. Giuseppe Bonaccorso, Machine Learning Algorithms, Published by Packt Publishing Ltd.

### MOOC / NPTEL Courses:

- [https://nptel.ac.in/courses/106/102/106102220/](https://nptel.ac.in/courses/106/102/106102220/)
- [https://nptel.ac.in/courses/106/105/106105077/](https://nptel.ac.in/courses/106/105/106105077/)
- [https://nptel.ac.in/courses/106/105/106105078/](https://nptel.ac.in/courses/106/105/106105078/)
- [https://nptel.ac.in/courses/106/105/106105079/](https://nptel.ac.in/courses/106/105/106105079/)
### Course Objectives:
To make the students understand
1. To understand CMOS technology and its application in VLSI Circuits.
2. To design digital circuits using HDL.
3. Describe the various types of semiconductor memories and issues involved in them.
4. To understand the concept of Physical Design.
5. To implement digital circuits using FPGA.
6. To design using CAD tools.

### Course Outcomes:
On completion of the course, learner will be able to:
- CO1: **Describe** the role of HDL in digital system design using VHDL and Verilog.
- CO2: **Design** an advanced digital circuit using HDL.
- CO3: **Interpret** memory elements along with timing considerations.
- CO4: **Describe** the concepts of Physical design Process such as floor planning, placement and routing.
- CO5: **Describe & Construct** digital circuit using PLD & FPGA and **Understand** the importance of testability in chip design.
- CO6: **Describe** the Fundamentals of CMOS Technology in Digital Domain & **Design** CMOS circuits for specified applications.

### Course Contents

<table>
<thead>
<tr>
<th>Unit I</th>
<th>Introduction to HDL</th>
<th>(06 Hrs.)</th>
</tr>
</thead>
</table>

**Mapping of Course Outcomes for Unit I**
- CO1: **Learn the role of HDL in digital system design using the latest tools like VHDL and Verilog.**

<table>
<thead>
<tr>
<th>Unit II</th>
<th>Digital Circuit Design and Testing using HDL</th>
<th>(06 Hrs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Design of combinational circuits, Design of sequential circuits, asynchronous and synchronous design issues, state machine Modelling (Moore and Mealy machines), attributes, Generics, Basic test benches, Test bench structure, constrained random stimulus generation.</td>
<td></td>
</tr>
</tbody>
</table>

**Mapping of Course Outcomes for Unit II**
- CO2: **Design an Advanced digital circuits using HDL.**

<table>
<thead>
<tr>
<th>Unit III</th>
<th>CMOS Subsystem Design</th>
<th>(06 Hrs.)</th>
</tr>
</thead>
</table>
Semiconductor memories, memory array organization, Random Access Memories (RAM), Static RAM (SRAM): 6T SRAM cell, sense amplifier, Dynamic RAM (DRAM), different DRAM cells, refresh circuits, timings.

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit III</th>
<th>CO3: Interpret Memory elements along with timing considerations.</th>
</tr>
</thead>
</table>

**Unit IV**

**Floor Planning and Placement**

(06 Hrs.)


<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit IV</th>
<th>CO4: Describe the concepts of Physical design Process such as floor-planning, placement and routing.</th>
</tr>
</thead>
</table>

**Unit V**

**Design and Verification with PLD’s**

(06 Hrs.)

Implementing Functions in FPGAs, Implementing Functions Using Shannon’s Decomposition, Carry Chains in FPGAs, Cascade Chains in FPGAs, Examples of Logic Blocks in Commercial FPGAs, Dedicated Memory in FPGAs, Dedicated Multipliers in FPGAs, JTAG, Boundary scan, TAP Controller.

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit V</th>
<th>CO5: Describe &amp; Construct digital circuit using PLD &amp; FPGA and Understand the importance of testability in chip design.</th>
</tr>
</thead>
</table>

**Unit VI**

**Digital CMOS Circuits**

(06 Hrs.)


<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit VI</th>
<th>CO6: Describe the Fundamentals of CMOS Technology in Digital Domain &amp; Design CMOS circuits for specified applications.</th>
</tr>
</thead>
</table>

---

**Learning Resources**

**Text Books:**

**Reference Books:**
5. Samir Palnitkar, Verilog HDL 2/e, Pearson Education.

<table>
<thead>
<tr>
<th>MOOC / NPTEL Courses</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. NPTEL Course on “NPTEL course on Hardware Modeling using verilog“</td>
</tr>
<tr>
<td>Link: <a href="https://nptel.ac.in/courses/106/105/106105165/">https://nptel.ac.in/courses/106/105/106105165/</a></td>
</tr>
<tr>
<td>2. NPTEL Course on “Advanced VLSI Design”</td>
</tr>
<tr>
<td>Link: <a href="https://archive.nptel.ac.in/courses/117/101/117101004/">https://archive.nptel.ac.in/courses/117/101/117101004/</a></td>
</tr>
<tr>
<td>3. NPTEL Course on “VLSI Physical Design”</td>
</tr>
<tr>
<td>Link: <a href="https://nptel.ac.in/courses/106105161">https://nptel.ac.in/courses/106105161</a></td>
</tr>
</tbody>
</table>
### Course Objectives:
1. To provide students with the fundamentals and essentials of cloud computing
2. To learn basics of virtualization and its importance
3. To provide students a sound foundation of the cloud computing so that they are able to start using and adopting cloud computing services and tools in their real life scenarios
4. To enable students exploring some important cloud computing driven commercial systems and applications
5. To understand cloud storage technologies and relevant file systems
6. To be exposed to Ubiquitous Cloud and Internet of Things

### Course Outcomes:
On completion of the course, students will be able to–

**CO1:** Articulate the main concepts, key technologies and fundamentals of cloud computing.

**CO2:** Understand cloud enabling technologies and virtualization.

**CO3:** Analyze various cloud programming models and apply them to solve problems on the cloud.

**CO4:** Explain data storage and major security issues in the cloud.

**CO5:** Understand trends in ubiquitous cloud and internet of things.

**CO6:** Explore future trends of cloud computing.

### Course Contents

<table>
<thead>
<tr>
<th>Unit I</th>
<th>Fundamentals of Cloud Computing</th>
<th>(06Hrs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Origins and Influences, Basic Concepts and Terminology, Goals and Benefits, Risks and Challenges, Roles and Boundaries, Cloud Characteristics, Cloud Delivery Models, Cloud Deployment Models, Federated Cloud/Intercloud, Types of Clouds</td>
<td></td>
</tr>
</tbody>
</table>

**Mapping of Course Outcomes for Unit I**

<table>
<thead>
<tr>
<th>Unit I</th>
<th>CO1: Articulate the main concepts, key technologies and fundamentals of cloud computing.</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Unit II</th>
<th>Cloud-Enabling Technology and Virtualization</th>
<th>(06 Hrs.)</th>
</tr>
</thead>
</table>
**Implementation Levels of Virtualization, Virtualization Structures/Tools and Mechanisms, Types of Hypervisors, Virtualization of CPU, Memory, and I/O Devices, Virtual Clusters and Resource Management, Virtualization for Data-Center Automation.**

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit II</th>
<th>CO2: Understand cloud enabling technologies and virtualization</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th><strong>Unit III</strong></th>
<th><strong>Common Standards and Cloud Platforms</strong></th>
<th><strong>(06 Hrs.)</strong></th>
</tr>
</thead>
</table>

**Common Standards:** The Open Cloud Consortium, Open Virtualization Format, Standards for Application Developers: Browsers (Ajax), Data (XML, JSON), Solution Stacks (LAMP and LAPP), Syndication (Atom, Atom Publishing Protocol, and RSS), and Standards for Security.

**Amazon web services:** Compute services Storage Services Communication Services Additional services

**Google AppEngine:** Architecture and core concepts, Application life cycle, Cost model

**Microsoft Azure:** Azure core concepts, SQL Azure, Windows Azure platform appliance

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit III</th>
<th>CO3: Analyze various cloud programming models and apply them to solve problems on the cloud.</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th><strong>Unit IV</strong></th>
<th><strong>Data Storage and Security in Cloud</strong></th>
<th><strong>(06 Hrs.)</strong></th>
</tr>
</thead>
</table>

Cloud file systems: GFS and HDFS, BigTable, HBase and Dynamo Cloud data stores: Datastore and Simple DB GautamShrauf, Cloud Storage-Overview, Cloud Storage Providers.

Securing the Cloud- General Security Advantages of Cloud-Based Solutions, Introducing Business Continuity and Disaster Recovery. Disaster Recovery- Understanding the Threats.

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit IV</th>
<th>CO4: Explain data storage and major security issues in the cloud.</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th><strong>Unit V</strong></th>
<th><strong>Ubiquitous Clouds and Internet Of Things</strong></th>
<th><strong>(06 Hrs.)</strong></th>
</tr>
</thead>
</table>

**Cloud Trends in Supporting Ubiquitous Computing,** Performance of Distributed Systems and the Cloud, Enabling Technologies for the Internet of Things (RFID, Sensor Networks and ZigBee Technology, GPS), Innovative Applications of the Internet of Things (Smart Buildings and Smart Power Grid, Retailing and Supply-Chain Management, Cyber-Physical System), Online Social and Professional Networking.

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit V</th>
<th>CO5: Understand trends in ubiquitous cloud and internet of things.</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th><strong>Unit VI</strong></th>
<th><strong>Future of Cloud Computing</strong></th>
<th><strong>(06 Hrs.)</strong></th>
</tr>
</thead>
</table>


<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit VI</th>
<th>CO6: Explore future trends of cloud computing.</th>
</tr>
</thead>
</table>

# Learning Resources

## Text Books:

## Reference Books:

## MOOC / NPTEL Courses:
Prof. SoumyaKantiGhosh  IIT Kharagpur. Link of NPTEL

[https://archive.nptel.ac.in/courses/106/105/106105167/](https://archive.nptel.ac.in/courses/106/105/106105167/)
---

**Savitribai Phule Pune University**  
**BE Electronics and Computer Engineering (2019 Course)**  
**410352B: Embedded System and Real Time Operating System: Elective-V**

<table>
<thead>
<tr>
<th>Teaching Scheme:</th>
<th>Credit:</th>
<th>Examination Scheme:</th>
</tr>
</thead>
</table>
| Theory: 03 hrs./week | 03 | In-Sem (Theory): 30 Marks  
| End-Sem (Theory): 70 Marks |

**Prerequisite Courses, if any:** Machine Learning, Python

**Companion Course, if any:**

---

**Course Objectives:** To make the students understand
- To understand the embedded system design issues.
- To learn real time operating system concepts.
- To understand the Embedded Linux environment
- To learn embedded software development and testing process.

**Course Outcomes:** After successfully completing the course, learner will be able to,
- CO1: Get insight of design metrics of embedded systems and ARM Cortex.
- CO2: Summarize Real time system concepts for Embedded system design.
- CO3: Understand μCOS II RTOS services and programming.
- CO5: Understand Linux kernel construction and bootloader.
- CO5: Get to know the hardware – software co-design issues and testing methodology for embedded system.

---

**Course Contents**

<table>
<thead>
<tr>
<th>Unit I</th>
<th>Introduction to Embedded Systems</th>
<th>(06 Hrs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Introduction to Embedded Systems, Architecture, Classification and Characteristics of Embedded System, Design Metrics and optimization of various parameters of embedded system. ARM-CM3 Based Microcontroller LPC1768: Features, Architecture (Block Diagram &amp; Its Description), System Control, Clock &amp; Power Control, GPIO, Pin Connect Block.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit I</th>
<th>CO1: Get insight of design metrics of embedded systems and ARM Cortex.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit II</strong></td>
<td><strong>Real Time Systems Concepts</strong></td>
</tr>
<tr>
<td>Foreground/ Background systems, Critical section of code, Resource, Shared resource, multitasking, Task, Context switch, Kernel, Scheduler, Non-Preemptive Kernel, Preemptive Kernel, Reentrancy, Round robin scheduling, Task Priorities, Static &amp; Dynamic Priority, Priority Inversion, Assigning task priorities, Mutual Exclusion, Deadlock, Clock Tick, Memory requirements, Advantages &amp; disadvantages</td>
<td></td>
</tr>
</tbody>
</table>
of real time kernels.

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit II</th>
<th>CO2: Summarize Real time system concepts for Embedded system design.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit III</strong></td>
<td><strong>μCOS II RTOS</strong></td>
</tr>
</tbody>
</table>

Task and Resource synchronization Features of, μCOS II, Kernel structure, μCOS II RTOS services: Task states, Task management services, Time management services, Task and Resource synchronization concept, Intertask Communication and Synchronization services (Semaphore, Mutex, Mailbox, Message queue, Pipe)

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit III</th>
<th>CO3: Understand μCOS II RTOS services and programming.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit IV</strong></td>
<td><strong>Embedded Linux Development Environment</strong></td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit IV</th>
<th>CO4: Understand Embedded Linux Development Environment</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit V</strong></td>
<td><strong>Linux Kernel Construction</strong></td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit V</th>
<th>CO5: Understand Linux kernel construction and bootloader.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit VI</strong></td>
<td><strong>Open Hardware/Software development systems and Case study</strong></td>
</tr>
</tbody>
</table>

Embedded Software development process and tools, Host and Target Machines, linking and Locating Software, Getting Embedded Software into the Target System, ATMega328p based Uno board: features pin diagram, functions of pins, structure of Arduino programs, Arduino open platform (IDE), introduction to Arduino I/O functions, sample GPIO for LED, LCD and PIR sensor program. Case study of implementation of distance measurement using ultrasonic and automatic car parking system.

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit VI</th>
<th>CO6: Analyze the applications of deep learning</th>
</tr>
</thead>
</table>

**Learning Resources**

**Text Books:**
Reference Books:

Savitribai Phule Pune University
BE Electronics and Computer Engineering (2019 Course)
410352C: Software Testing and Quality Assurance: Elective-V

Teaching Scheme: 03  Credit: 03  Examination Scheme:

Theory: 03hrs./week  In-Sem (Theory): 30 Marks

Prerequisite Courses, if any: Software Engineering and Project Management

Companion Course, if any:

Course Objectives: To make the students understand
- Introduce basic concepts of software testing
- Understand white box, block box, object oriented, web based and cloud testing
- Know in details automation testing and tools used for automation testing
- Understand the importance of software quality and assurance software systems development.

Course Outcomes: After successfully completing the course, learner will be able to,
CO1: Describe fundamental concepts in software testing such as manual testing, automation Testing and software quality assurance.
CO2: Design and develop project test plan, design test cases, test data, and conduct test operations
CO3: Explore the test automation concepts and tools and estimation of cost, schedule based on Standard metrics.
CO4: Apply recent automation tool for various software testing for testing software.
CO5: Apply different approaches of quality management, assurance, and quality standard to Software system.
CO6: Apply and analyze effectiveness Software Quality Tools

Course Contents

<table>
<thead>
<tr>
<th>Unit I</th>
<th>Software Testing Basics</th>
<th>(06 Hrs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Testing as an engineering activity, Software Development Process, Role of process in software quality, Testing as a process, Basic definitions, Software testing principles, The tester’s role in a software development organization, Origins of defects, Defect classes, The defect repository and test design, Defect examples, Developer / Tester support for developing a defect repository.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Mapping of Course Outcomes for Unit I
CO1: Describe fundamental concepts in software testing such as manual testing, automation testing and software quality assurance.

<table>
<thead>
<tr>
<th>Unit II</th>
<th>Testing Techniques And Levels Of Testing</th>
<th>(06 Hrs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit II</th>
<th>CO2: Design and develop project test plan, design test cases, test data, and conduct test operations</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit III</th>
<th>CO3: Explore the test automation concepts and tools and estimation of cost, schedule based on standard metrics.</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit IV</th>
<th>CO4: Apply recent automation tool for various software testing for testing software.</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit V</th>
<th>CO5: Apply different approaches of quality management, assurance, and quality standard to Software system.</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit VI</th>
<th>CO6: Apply and analyze effectiveness Software Quality Tools.</th>
</tr>
</thead>
</table>

### Learning Resources

**Text Books:**
<table>
<thead>
<tr>
<th>ISBN: 9780070139909 0070139903</th>
</tr>
</thead>
<tbody>
<tr>
<td>3. Daniel Galin, Software Quality Assurance: From Theory to Implementation, Pearson Addison Wesley</td>
</tr>
</tbody>
</table>

**Reference Books:**


**MOOC / NPTEL Courses:** NPTEL Course on “Software Testing”

Link of the Course: [https://nptel.ac.in/courses/106105150](https://nptel.ac.in/courses/106105150)
Savitribai Phule Pune University
BE Electronics and Computer Engineering (2019 Course)
410352D: Artificial Neural Networks: Elective-V

<table>
<thead>
<tr>
<th>Teaching Scheme:</th>
<th>Credit:</th>
<th>Examination Scheme:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theory: 03 hrs./week</td>
<td>03</td>
<td>In-Sem (Theory): 30 Marks</td>
</tr>
<tr>
<td></td>
<td></td>
<td>End-Sem (Theory): 70 Marks</td>
</tr>
</tbody>
</table>

Prerequisite Courses, if any: Machine Learning, Python.

Companion Course, if any:

Course Objectives: To make the students understand
- To understand neural networks working and its types
- To understand and acquire knowledge of artificial neural network and its different learning and computing mechanism
- To study how to model complex problems using deep learning network.
- To learn and design a solution by applying the principles of CNN and RNN to solve diversified complex problem

Course Outcomes: After successfully completing the course, learner will be able to,
- CO1: Summarize the neural networks working and its types
- CO2: Discuss deep learning along with the libraries used for different applications of DL
- CO3: Design and implement feed forward neural network.
- CO4: Apply CNN to solve diversified complex real world problems
- CO5: Apply RNN to solve diversified complex real world problems
- CO6: Analyze the applications of deep learning

Course Contents

<table>
<thead>
<tr>
<th>Unit I</th>
<th>Neural Network</th>
<th>(08 Hrs.)</th>
</tr>
</thead>
</table>

Mapping of Course Outcomes for Unit I

<table>
<thead>
<tr>
<th>Unit II</th>
<th>Introduction to Deep Learning</th>
<th>(07 Hrs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Introduction to Deep Learning, Difference between Artificial intelligence, Machine learning and Deep</td>
<td></td>
</tr>
<tr>
<td>Mapping of Course Outcomes for Unit II</td>
<td>CO2: Discuss deep learning along with the libraries used for different applications of DL</td>
<td></td>
</tr>
<tr>
<td>--------------------------------------</td>
<td>----------------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td><strong>Unit III</strong></td>
<td><strong>Deep Feed forward Networks</strong></td>
<td>(07 Hrs.)</td>
</tr>
</tbody>
</table>

Artificial Neural Network, activation function, multi-layer neural network. Parameters Affecting Deep Learning: Normalization, Data Size, Regularization, Weight Initialization, Training Neural Network: Risk minimization, loss function, Backpropagation, regularization, model selection, and optimization, Back propagation networks, Architecture of Backpropagation (BP) Networks, loss function, hyper parameter and its tuning during training, Overfitting and Underfitting, Methods to avoid Overfitting and Underfitting, Vanishing Gradient Problem

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit III</th>
<th>CO3: Design and implement feed forward neural network.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit IV</strong></td>
<td><strong>Convolution Neural Network (CNN)</strong></td>
</tr>
</tbody>
</table>

Introduction to Convolution Neural Network (CNN), Basic architecture of CNN, Components of CNN Convolution Layer -The Kernel (Filter), Stride and padding in CNN, Calculation of image size after application of filter, Pooling layer, Classification- Fully Connected Layer (FC Layer), Softmax Classification, various architectures of CNNs Designing a Convolutional Neural Network, Various Nonlinear activation function used in ANN like Sigmoid Function, Threshold Function, ReLU (rectified linear unit) Function, Hyperbolic Tangent Function, Applications of CNNs

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit IV</th>
<th>CO4: Apply CNN to solve diversified complex real world problems</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit V</strong></td>
<td><strong>Recurrent Neural Network (RNN)</strong></td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit V</th>
<th>CO5: Apply RNN to solve diversified complex real world problems</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit VI</strong></td>
<td><strong>Application of Deep Learning</strong></td>
</tr>
</tbody>
</table>

Various application areas of deep learning, Large Scale Deep Learning, how to build and train of Convolutional Neural Network in Python, Speech Recognition using deep learning, Natural Language Processing using deep learning, Object/Image classification using deep learning, Deep Learning Applications in Agriculture, Handwritten Digit Recognition using CNN

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit VI</th>
<th>CO6: Analyze the applications of deep learning</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit VI</strong></td>
<td><strong>Application of Deep Learning</strong></td>
</tr>
</tbody>
</table>
# Learning Resources

## Text Books:
2. Deep Learning By Ian Goodfellow, Yoshua Bengio and Aaron Courville
3. Neural Networks and Learning Machines, 3d Edition Book by Simon S. Haykin

## Reference Books:
1. Deep Learning with Python 1st Edition by Francois Chollet
4. Grokking Deep Learning by Andrew W. Trask
7. [https://www.simplilearn.com/tutorials/deep-learning-tutorial/rnn](https://www.simplilearn.com/tutorials/deep-learning-tutorial/rnn)
8. [https://www.simplilearn.com/tutorials/deep-learning-tutorial](https://www.simplilearn.com/tutorials/deep-learning-tutorial)

## MOOC / NPTEL Courses:
1. NPTEL Course “Neural Networks and Application”, Prof. Somnath Sengupta, IIT Kharagpur
   Link of the Course: [https://nptel.ac.in/courses/117105084](https://nptel.ac.in/courses/117105084)
### Course Information

**Savitribai Phule Pune University**  
**BE Electronics and Computer Engineering (2019 Course)**  
**410353A: Data Mining and Warehousing-(Elective VI)**

<table>
<thead>
<tr>
<th>Teaching Scheme:</th>
<th>Credit:</th>
<th>Examination Scheme:</th>
</tr>
</thead>
</table>
| Theory: 03 hrs./week | 03 | In-Sem (Theory): 30 Marks  
                         |         | End-Sem (Theory): 70 Marks |

**Prerequisite Courses, if any:** Database Management Systems

**Companion Course, if any:**

### Course Objectives:
- To make the students understand
  - To understand the fundamentals of Data Mining
  - To identify the appropriateness and need of mining the data
  - To learn the preprocessing, mining and post processing of the data
  - To understand various methods, techniques and algorithms in data mining

### Course Outcomes:
After successfully completing the course, learner will be able to,

**CO1:** Apply basic, intermediate and advanced techniques to mine the data  
**CO2:** Understand warehousing architectures and tools for systematically organizing large database.  
**CO3:** Optimize the mining process by choosing best data mining technique.  
**CO4:** Characterize the kinds of patterns that can be discovered by association rule mining.  
**CO5:** Identify interesting patterns from large amounts of data for predictions and single class classification.  
**CO6:** Discover interesting patterns from large amounts of data for predictions and Multiclass Classification.

### Course Contents

<table>
<thead>
<tr>
<th>Unit</th>
<th>Introduction to Data Mining</th>
<th>(06Hrs.)</th>
</tr>
</thead>
</table>
|      | Data Mining, Data Mining Task Primitives, Data: Data, Information and Knowledge; Attribute Types: Nominal, Binary, Ordinal and Numeric attributes, Discrete versus Continuous Attributes; Introduction to Data Preprocessing, Data Cleaning: Missing values, Noisy data; Data integration: Correlation analysis; transformation: Min-max normalization, z-score normalization and decimal scaling; data reduction: Data Cube Aggregation, Attribute Subset Selection, sampling; and Data Discretization: Binning, Histogram Analysis.

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit I</th>
<th>CO1: Apply basic, intermediate and advanced techniques to mine the data.</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Unit II</th>
<th>Data Warehouse</th>
<th>(06Hrs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CO1: Apply basic, intermediate and advanced techniques to mine the data.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit II</th>
<th>CO2: Understand warehousing architectures and tools for systematically organizing large database.</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Unit III</th>
<th>Measuring Data Similarity and Dissimilarity</th>
<th>(06Hrs.)</th>
</tr>
</thead>
</table>

Measuring Data Similarity and Dissimilarity, Proximity Measures for Nominal Attributes and Binary Attributes, interval scaled; Dissimilarity of Numeric Data: Minkowski Distance, Euclidean distance and Manhattan distance; Proximity Measures for Categorical, Ordinal Attributes, Ratio scaled variables; Dissimilarity for Attributes of Mixed Types, Cosine Similarity.

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit III</th>
<th>CO3: Optimize the mining process by choosing best data mining technique.</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Unit IV</th>
<th>Association Rules Mining</th>
<th>(06Hrs.)</th>
</tr>
</thead>
</table>

Market basket Analysis, Frequent item set, Closed item set, Association Rules, a-priori Algorithm, Generating Association Rules from Frequent Item sets, Improving the Efficiency of a-priori, Mining Frequent Item sets without Candidate Generation: FP Growth Algorithm; Mining Various Kinds of Association Rules: Mining multilevel association rules, constraint based association rule mining, Meta rule-Guided Mining of Association Rules.

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit IV</th>
<th>CO4: Characterize the kinds of patterns that can be discovered by association rule mining.</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Unit V</th>
<th>Classification</th>
<th>(06Hrs.)</th>
</tr>
</thead>
</table>

Introduction to: Classification and Regression for Predictive Analysis, Decision Tree Induction, Rule-Based Classification: using IF-THEN Rules for Classification, Rule Induction Using a Sequential Covering Algorithm. Bayesian Belief Networks, Training Bayesian Belief Networks, Classification Using Frequent Patterns, Associative Classification, Lazy Learners-k-Nearest-Neighbor Classifiers, Case-Based Reasoning.

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit V</th>
<th>CO5: Identify interesting patterns from large amounts of data for predictions and single class classification.</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Unit VI</th>
<th>Multiclass Classification</th>
<th>(06Hrs.)</th>
</tr>
</thead>
</table>


<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit VI</th>
<th>CO6: Discover interesting patterns from large amounts of data for predictions and Multiclass Classification.</th>
</tr>
</thead>
</table>
# Learning Resources

## Text Books:

## Reference Books:
Savitribai Phule Pune University
BE Electronics and Computer Engineering (2019 Course)
410353B: Electric Vehicle Technology (Elective-VI)

<table>
<thead>
<tr>
<th>Teaching Scheme:</th>
<th>Credit:</th>
<th>Examination Scheme:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theory: 03 hrs./week</td>
<td>03</td>
<td>In-Sem (Theory): 30 Marks End-Sem (Theory): 70 Marks</td>
</tr>
</tbody>
</table>

Prerequisite Courses, if any: Power Electronics

Companion Course, if any:

**Course Objectives:** To make the students understand
- Understand about basics of electric vehicle
- Learn Electric/Electronic and Mechatronics Components of EV
- Understand about drives and control
- Select battery, battery indication system for EV applications
- Design battery charger for an EV

**Course Outcomes:** After successfully completing the course, learner will be able to,
- CO1: Understand about basics of electric vehicle.
- CO2: Describe Electric/Electronic and Mechatronics Components of EV.
- CO3: Illustrate the Electric Drive Train System for EV.
- CO4: Select battery, battery indication system and battery management system for EV applications.
- CO6: Illustrate the challenges in Electric Vehicle and solutions.

**Course Contents**

<table>
<thead>
<tr>
<th>Unit I</th>
<th>Basics of Electric Vehicle</th>
<th>(06Hrs.)</th>
</tr>
</thead>
</table>

**Mapping of Course Outcomes for Unit I**
- CO1: Understand about basics of electric vehicle.

<table>
<thead>
<tr>
<th>Unit II</th>
<th>Components and Functions of Electric Vehicle</th>
<th>(06Hrs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Major Electric/Electronic Components of EV and their function, Power inverters, Control Unit, DC to DC</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The image contains a table with the following content:

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit II</th>
<th>CO2: Describe Electric/Electronic and Mechatronics Components of EV</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit III</strong></td>
<td>Electric Drive Train System (06Hrs.)</td>
</tr>
<tr>
<td>Energy consumption Concept of Drive Trains, Architecture of Electric Drive Trains, Basic concept of electric traction, introduction to various electric drivetrain topologies, power flow control in electric drive-train topologies, fuel efficiency analysis, Electric Propulsion unit: Introduction to electric components used in electric vehicles, Types of Motors (DC, Induction, BLDC) and its working principles of EV, Function of Controllers and their use EV drives, Types of Sensors and their functions, Functional block diagram of each stage in brief, Scope of Development of EV drive system</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit III</th>
<th>CO3: Illustrate the Electric Drive Train System for EV.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit IV</strong></td>
<td>Energy Storage and Battery Management (06Hrs.)</td>
</tr>
<tr>
<td>Traditional battery system, Introduction to Energy Storage Requirements in Electric Vehicles, Battery based energy storage and its analysis, Fuel Cell based energy storage and its analysis, Current battery Cell Types (Lead Acid/Li/NiMH), Use of supercapacitor and hydrogen fuel cell in EVs- necessity, advantages and specifications, Battery parameters: Cell and battery voltages, Charge (or Amphour) capacity, Energy stored, Energy density, Specific power, Amphour (or charge) efficiency, Energy efficiency, Self-discharge rates, Factors used in selection of energy storage device in case of EVs, Battery charging and discharging calculation, Battery selection criteria, Hybridization of different energy storage devices, Function of batteries in EV, Battery parameter, Vehicle Battery Management System (BMS)- block diagram, Need of BMS, Comparison of Batteries and scope of development, Upcoming technologies in battery</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit IV</th>
<th>CO4: Select battery, battery indication system and battery management system for EV applications.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit V</strong></td>
<td>Electric Vehicle Architecture Design and Charging of batteries (06Hrs.)</td>
</tr>
<tr>
<td>Electrical protection and system requirement, Photovoltaic solar based EV design, Battery Electric vehicle (BEV), Hybrid electric vehicle (HEV), Plug-in hybrid vehicle (PHEV), Fuel cell electric vehicle (FCEV), Electrification Level of EV, Comparison of fuel vs Electric and solar power, Solar Power operated Electric vehicles, Basics of battery charging, Types of charging and its function, Points to be considered in design of charger, Types of chargers and working principles, Sources and utilization of renewable, energy for charging</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit VI</strong></td>
<td>Electric Vehicles charging station and Challenges in Electric Vehicle (06Hrs.)</td>
</tr>
</tbody>
</table>

The document appears to be a course outline or syllabus for a course on Electric Vehicles, covering topics such as electric drive trains, energy storage, and battery management.
## Mapping of Course Outcomes for Unit VI

<table>
<thead>
<tr>
<th>CO6: Illustrate the challenges in Electric Vehicle and solutions.</th>
</tr>
</thead>
</table>

### Learning Resources

#### Text Books:

#### Reference Books:

#### MOOC / NPTEL Courses: Fundamentals of Electric vehicles: Technology & Economics, IIT Madras: [https://nptel.ac.in/courses/108106170](https://nptel.ac.in/courses/108106170)
**Course Title:** 410353C: Software Defined Radio (Elective VI)

**Teaching Scheme:**
- Theory: 03
- Examination Scheme:
  - In-Sem (Theory): 30
  - End Sem (Theory): 70

**Prerequisite Courses, if any:**
1. Data Communication

**Companion Course, if any:** Nil

**Course Objectives:**
- To understand Software Defined Radio.
- To learn the architecture of SDR with specifications.
- To understand significance of multi rate signal processing in SDR.
- To learn SDR implementation with cognitive radio and challenges in SDR.

**Course Outcomes:**
- CO1: To describe the basics of the software defined radio and compare SDR with traditional Hardware Radio.
- CO2: To describe the architecture of SDR with specifications and the alternative digital processing options in its architectural design.
- CO3: To explain the significance of multi rate signal processing in SDR.
- CO4: To understand and explain the SDR implementation with cognitive radio through IEEE standards defined for CR.
- CO5: To explain the importance of cognitive radio in wireless network.
- CO6: Understand challenges and implementation issues in applications of SDR.

**Course Contents**

<table>
<thead>
<tr>
<th>Unit I</th>
<th>Introduction to SDR</th>
<th>(06Hrs.)</th>
</tr>
</thead>
</table>

**Mapping of Course Outcomes for Unit I**
- CO1: To describe the basics of the software defined radio and compare SDR with traditional Hardware Radio.

Mapping of Course Outcomes for Unit II

| CO2: To describe the architecture of SDR with specifications and the alternative digital processing options in its architectural design. |

**Unit III**  
**Multi Rate Signal Processing**  
(06Hrs.)

Sample timing algorithms, Frequency offset estimation and correction, Channel Estimation, Basics of Multi Rate, Multi Rate DSP, Multi Rate Algorithm, DSP techniques in SDR, OFDM in SDR

Mapping of Course Outcomes for Unit III

| CO3: To explain the significance of multi rate signal processing in SDR. |

**Unit IV**  
**Introduction to Cognitive Radio**  
(06Hrs.)


Mapping of Course Outcomes for Unit IV

| CO4: To understand and explain the SDR implementation with cognitive radio through IEEE standards defined for CR. |

**Unit V**  
**Cognitive Radio Architecture**  
(06Hrs.)


Mapping of Course Outcomes for Unit V

| CO5: To explain the importance of cognitive radio in wireless network |

**Unit VI**  
**Applications of SDR**  
(06Hrs.)

Case Study : 1)CR for Public Safety –PSCR , Modes of PSCR, Architecture of PSCR, 2) Beagle board based SDR

Mapping of Course Outcomes for Unit VI

| CO6: Understand challenges and implementation issues in applications of SDR |

**Learning Resources**
**Text Books:**
2. Kenington, Peter B.: *RF and Baseband Techniques for Software Defined Radio, Artech House* Publication

**Reference Books:**

**MOOC / NPTEL Courses:**

NPTEL Course “Basics of software defined radio”, Dr. MeenakshiRawat, IIT Roorkee

*Link of the Course:* [https://nptel.ac.in/courses/108107107](https://nptel.ac.in/courses/108107107)
Savitribai Phule Pune University  
BE Electronics and Computer Engineering (2019 Course)  
**410353D: Wireless Sensor Networks (Elective VI)**

<table>
<thead>
<tr>
<th>Teaching Scheme:</th>
<th>Credit:</th>
<th>Examination Scheme:</th>
</tr>
</thead>
</table>
| Theory: 03 hrs./week | 03 | In-Sem (Theory): 30 Marks  
End-Sem (Theory): 70 Marks |

<table>
<thead>
<tr>
<th>Prerequisite Courses, if any:</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Companion Course, if any:</th>
</tr>
</thead>
</table>

**Course Objectives:** To make the students understand  
- To learn basic concepts of Wireless sensor networks  
- To be familiar with architecture and protocols used in Wireless sensor networks  
- To provide knowledge of deployment and security issues of Wireless sensor networks

**Course Outcomes:** After successfully completing the course, learner will be able to,  
- **CO1:** Illustrate various concepts and terminologies used in WSN and its architecture.  
- **CO2:** Describe importance and use of radio communication and link management in WSN.  
- **CO3:** Illustrate various wireless standards and protocols associated with WSN.  
- **CO4:** Recognize importance of localization and routing techniques used in WSN.  
- **CO5:** Understand techniques of clustering and importance of security in WSN.  
- **CO6:** Examine the issues in design and deployment of WSN.

**Course Contents**

<table>
<thead>
<tr>
<th>Unit I</th>
<th>Introduction to Wireless Sensor Network</th>
<th>(07Hrs.)</th>
</tr>
</thead>
</table>

**Mapping of Course Outcomes for Unit I**  
- **CO2:** Illustrate various concepts and terminologies used in WSN and its architecture

<table>
<thead>
<tr>
<th>Unit II</th>
<th>Radio Communication &amp; Link Management</th>
<th>(07Hrs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Mapping of Course Outcomes for Unit II

**CO2**: Describe importance and use of radio communication and link management in WSN.

#### Unit III

**Wireless Standards & Protocol Stack**

|---|

#### Mapping of Course Outcomes for Unit III

**CO3**: Illustrate various wireless standards and protocols associated with WSN.

#### Unit IV

**Localization & Routing in WSN**

|---|

#### Mapping of Course Outcomes for Unit IV

**CO4**: Recognize importance of localization and routing techniques used in WSN.

#### Unit V

**Clustering and Security Wireless Sensor Networks**

|---|

#### Mapping of Course Outcomes for Unit V

**CO5**: Understand techniques of clustering and importance of security in WSN.

#### Unit VI

**Design issues and Applications of WSN**

|---|
### Applications of WSN
Air Pollution Monitoring, Military applications, Smart home applications, Patient health monitoring, Weather Sensing and Monitoring (Block diagram and description).

<table>
<thead>
<tr>
<th>Mapping of Course Outcomes for Unit VI</th>
<th>CO6: Examine the issues in design and deployment of WSN.</th>
</tr>
</thead>
</table>

## Learning Resources

### Text Books:

### Reference Books:
### Artificial Intelligence and Machine Learning Lab.

#### List of Laboratory Experiments:

**Group A: Artificial Intelligence (Perform Any 3)**

**Implement the experiment using Python**

1. Program for generating Fibonacci series
2. Implement Depth first search algorithm
3. Implement breadth first search algorithm
4. Implement A* approach for any suitable application.
5. Implement Greedy search algorithm for any of the following application:
   - I. Selection Sort
   - II. Minimum Spanning Tree
   - III. Single-Source Shortest Path Problem
   - IV. Job Scheduling Problem
   - V. Prim's Minimal Spanning Tree Algorithm
6. Program to implement simple Chatbot

**Group B: Machine Learning (Perform Any 5)**

7. Write a python program to compute
   - i) Central Tendency Measures: Mean, Median, Mode
   - ii) Measure of Dispersion: Variance, Standard Deviation
8. Study of Python Basic Libraries such as Statistics, Math, Numpy and Scipy
9. Study of Python Libraries for ML application such as Pandas and Matplotlib
10. To extract features from given data set and establish training data.
11. To select relevant features using suitable technique.
12. Write a Python program to implement Simple Linear Regression
13. Implementation of Multiple Linear Regression for House Price Prediction using sklearn
15. Implement and test MLP trained with back-propagation algorithm
16. Implement SVM classifier for classification of data.

**Group B: Artificial Neural Network (Perform Any 2)**

17. Implementation of AND/NAND gate using feed forward Neural Network
<table>
<thead>
<tr>
<th>Part- A (Perform any five)</th>
<th>Part- B (Perform any four)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modelling and Functional Simulation, synthesis and implementation on PLDs of the following digital circuits (with Xilinx/ ModelSim tools/Pyxis) using VHDL/Verilog Hardware Description Languages. (Three experiments are to be performed using VHDL and two using Verilog.)</td>
<td>Experiments shall be carried out using Mentor Graphics/Cadence Tools/Microwind/ Any open source software for layout design.</td>
</tr>
<tr>
<td>1. Simulate all types of Flip-Flops using VHDL.</td>
<td>Schematic Entry/ Simulation / Layout/ DRC/PEX/Post Layout Simulation of:</td>
</tr>
<tr>
<td>2. Arithmetic Logic Unit (ALU).</td>
<td>CMOS Inverter</td>
</tr>
<tr>
<td>3. Parity generator</td>
<td>8. NAND Gate/ OR Gate</td>
</tr>
<tr>
<td>4. Cyclic Encoder / Decoder</td>
<td>9. 2:1 Multiplexer</td>
</tr>
<tr>
<td>5. Read Only Memory (ROM)/ Random Access Memory (RAM) implementation</td>
<td>10. D- Latch / Flip Flop</td>
</tr>
</tbody>
</table>
Savitribai Phule Pune University
BE Electronics and Computer Engineering (2019 Course)

410355: Laboratory Practice IV
Elective V Lab

Teaching Scheme:  Credit:  Examination Scheme:
Practical: 02 hrs. / week  02  Oral: 50 Marks
Termwork: 25 Marks

Cloud Computing: Elective V Lab

Prerequisite Courses, if any:

Companion Course, if any:

List of Laboratory Experiments:

1. Install Google App Engine. Create hello world app and other simple web applications using python/java.
2. Installation and configuration of own Cloud
3. Write a program for Web feed using PHP and HTML
4. Use GAE launcher to launch the web applications.
5. Simulate a cloud scenario using CloudSim and run a scheduling algorithm that is not present in CloudSim.
6. Find a procedure to transfer the files from one virtual machine to another virtual machine.
7. Find a procedure to launch virtual machine using trystack (Online Openstack Demo Version)
8. Design and deploy a web application in a PaaS environment.
9. Design and develop custom Application (Mini Project) using Salesforce Cloud.
10. Design an Assignment to retrieve, verify, and store user credentials using Firebase Authentication, the Google App Engine standard environment, and Google Cloud Data store.

Case Studies
- Data storage security in private cloud
- Application of IoT/Ubiquitous based on cloud
- Tools for building private cloud

Savitribai Phule Pune University
BE Electronics and Computer Engineering (2019 Course)

Embedded System and Real Time Operating Systems: Elective V Lab

Prerequisite Courses, if any:

Companion Course, if any:

List of Laboratory Experiments
<table>
<thead>
<tr>
<th>Group A (All Experiment Compulsory)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Multitasking in μCOS II RTOS using minimum 3 tasks on ARM7/ ARM Cortex- M3.</td>
</tr>
<tr>
<td>2. Semaphore as signaling &amp; Synchronizing on ARM7/ ARM Cortex- M3.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Group B (Perform Any 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7. Writing simple application using embedded Linux on ARM9.</td>
</tr>
<tr>
<td>8. Writing “Hello World” device Driver. Loading into &amp; removing from Kernel on ARM9 board.</td>
</tr>
<tr>
<td>9. Using Device driver for GPIO, write a program to blink LED onARM9.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Group C (Perform Any 3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10. Interfacing of LED with Arduino and program for blinking LED.</td>
</tr>
<tr>
<td>11. Interfacing LDR, Gas sensor with Arduino board and program for the same</td>
</tr>
<tr>
<td>12. Interfacing of DC motor with Arduino and program for speed control of dc motor using PWM</td>
</tr>
<tr>
<td>13. Interfacing temperature sensor LM35 with Arduino board and program to display temperature</td>
</tr>
</tbody>
</table>

---

**Savitribai Phule Pune University**  
**BE Electronics and Computer Engineering (2019 Course)**  
**Software Testing and Quality Assurance:Elective V Lab**

**Prerequisite Courses, if any:**

**Companion Course, if any:**

**List of Laboratory Experiments:**

**Perform any 08**

1. Create a test plan document for any application (e.g-Library management system)
2. Preparation of software requirement specification (SRS) document.
3. Write the test cases for GMAIL, FACEBOOK, TWITTER etc.,
4. Study of Test Cases for Mobile Application Testing.
5. Take any systems (e.g-ATM Systems) and study its system specifications and report the various bugs.
6. Write the test cases of any known applications (e.g-Banking Applications, Telecom domain)
7. Study of any manual testing tool.
8. Study of Automation testing tool to test any application or webpage. (e.g-Selenium)
Study of any bug tracking tools.

Experiment: Study of any open source testing tool

Savitribai Phule Pune University
BE Electronics and Computer Engineering (2019 Course)
Artificial Neural Network: Elective V Lab

Prerequisite Courses, if any:

Companion Course, if any:

List of Laboratory Experiments:

Group A (Perform Any 5)
1. Implementing Artificial Neural Network training process in Python
2. Implementation of AND/NAND gate using feed forward Neural Network
3. Implementation of OR/NOR gate using feed forward Neural Network
4. Implementation of EX-OR gate using feed forward Neural Network
5. Implementation of AND/OR/NOT Gate using Single Layer Perceptron

Group B (Perform Any 2)
7. Implementation of XOR Gate Using Radial Basis Function Network
8. Understanding the concepts of Perceptron Learning Rule
9. Understanding the concepts of Hebbiann Learning Rule
10. Understanding the concepts of Correlation Learning Rule

Group C (Perform Any 2)
11. To Build and train of Convolutional Neural Network in Python
12. Handwritten Digit Recognition using CNN
13. Case study of Traffic Signs Recognition using CNN & Keras in Python
14. Case study Chatbot implementation using CNN in Python

Virtual LAB Links:
1. Lab Name: Machine Learning Lab
   http://vlabs.iitb.ac.in/vlabs-dev/labs/machine_learning/labs/index.php
2. Lab Name: AI-Deep Learning Virtual Labs: AI Made Easy
   Link of the Virtual Lab: https://vlab.spit.ac.in/ai/#/experiments
Savitribai Phule Pune University  
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410356: Project Stage II

<table>
<thead>
<tr>
<th>Teaching Scheme:</th>
<th>Credit:</th>
<th>Examination Scheme:</th>
</tr>
</thead>
</table>
| Practical: 08 hrs. / week | 04 | Oral: 50 Marks  
Termwork: 100 Marks |

Prerequisite Courses, if any: BE-Project Stage I – Semester I.

Companion Course, if any:

**Course Objectives:**
1. Project Stage II objective is to enable the students to continue the investigative study they initiated in Project Stage I, under the guidance of supervisor or project guide from the department. To expose the students to product development cycle through industrial experience and the use of state-of-the-art technologies.
2. To encourage and expose students to national/international paper presentation activities and funding agencies for sponsored projects.
3. Exposure to methods for learning and accessing knowledge that involve conferences, journal articles, and anticipation of research projects.
4. To evaluate the various validation and verification methods and to validate the work undertaken.
5. Analyzing professional issues, including ethical, legal and security issues, related to computing projects.

**Course Outcomes:**
By the end of the course, Students will be able to
1. Learn teamwork.
2. Show evidence of independent investigation.
3. Critically analyze the results and their interpretation.
4. Get exposure of various types of testing methods and tools.
5. Understand the importance of documentation
6. Analyzing professional issues, including ethical, legal and security issues, related to computing projects.

**Important Note:** One paper should be published in reputed International conference/International Journal.

**NOTE:**
The group should maintain a logbook of activities. It should have entries related to the work done, problems faced, solution evolved etc., duly signed by internal guide and HODs. Project report must be submitted in the prescribed format only. No variation in the format will be accepted. One guide will
Course Objectives:
1. To understand the concept of Business Intelligence
2. To know the details of Decision Support System
3. To inculcate the concepts of Data Warehousing
4. To understand the basics of design and management of BI systems

Course Outcomes: On completion of the course, learner will be able to -
CO1: Apply the concepts of Business Intelligence in real world applications
CO2: Explore and use the Decision Making Concepts wherever necessary
CO3: Explore and use the data warehousing wherever necessary
CO4: Explore and use the Data Pre-processing and outliers wherever necessary
CO5: Design and manage practical BI systems

Course Contents
2. Concepts of Decision Making, Techniques of Decision Support System (DSS), Development of Decision Support System (DSS), Applications of DSS, Role of Business Intelligence in DSS.
3. Introduction: Data warehouse Modeling, data warehouse design, data-ware-house technology, Distributed data warehouse, and materialized view.
4. Testing Android applications, Publishing Android application, Using Android preferences, Managing Application resources in a hierarchy, working with different types of resources.
5. Using Common Android APIs: Using Android Data and Storage APIs, Managing data using SQLite, Sharing Data between Applications with Content Providers, Using Android Networking APIs, Using Android Web APIs, Using Android Telephony APIs, Deploying Android Application to the World.

Learning Resources
Text Books:
2. Business Process Automation, Sanjay Mohapatra, PHI.
Savitribai Phule Pune University  
BE Electronics and Computer Engineering (2019 Course)  
410349B: Mandatory Audit Course 8: Quantum Computing

Course Objectives:
- To understand basic concepts of quantum computing
- To learn quantum search algorithms
- To apply quantum information for solving real world problem

Course Outcome:
On completion of the course, learner will be able to–
- design efficient quantum algorithms
- apply quantum algorithms for several basic promise problems
- learn the hidden subgroup problems and their role in quantum computing

Course Contents
1. **Fundamental concepts**: Introduction and overview, Quantum computation, quantum algorithm, Introduction to quantum mechanics, The postulates of quantum mechanics.
2. **Quantum computation**: Quantum circuits, The quantum Fourier transform and its applications, Quantum search algorithms, Quantum computers: physical realization.
3. **Quantum information**: Quantum noise and quantum operations, Distance measures for quantum information, Quantum error-correction, mEntropy and information, Quantum information theory.

Books:

Savitribai Phule Pune University  
BE Electronics and Computer Engineering (2019 Course)  
410349B: Mandatory Audit Course 8: Cognitive Computing

Course Objectives:
1. To develop algorithms that use AI and machine learning along with human interaction and feedback to help humans make choices/decisions.
2. To get the detailed about appealing new model for application development.
3. To understand how to evaluate patterns and complex relationships in large unstructured data sets.
4. To understand how Cognitive computing supports human reasoning by evaluating data in context and
presenting relevant findings along with the evidence that justifies the answers.

**Course Outcomes:**
By the end of the course, students should be able to
1. Understand and discuss what cognitive computing is, and how it differs from traditional approaches.
2. Plan and use the primary tools associated with cognitive computing.
3. Plan and execute a project that leverages cognitive computing.
4. Understand and discuss the business implications of cognitive computing.

**Course Contents**

1. **Introduction to Cognitive Systems and computation, Knowledge based AI**

2. **Cognitive Functioning**
   Learning, Memorising, Adaptation, Self Origination, Control, Thinking, Reasoning, Decision Making &Judgement.

3. **Mental States**

4. **Perception and sensing:**
   Hardware machines of vision and audition with reference to human and machine.

**References**

Savitribai Phule Pune University
BE Electronics and Computer Engineering (2019 Course)
410349B:MandatoryAudit Course 8: Technologies, Disruptions and EntrepreneurialOpportunities

**Background:** Since last few decades, technologies are improving at exponential rates. The college curriculum cannot be modified to ensure inclusion of these new developments. Therefore, this audit course is designed to give a high level overview of the new exponential technologies, resulting disruptions in businesses and opportunities getting created for entrepreneurs.

**Pre-Requisites:** One year of technology courses in any department of engineering college.

**Course Objectives:** To make the students understand
1. To understand the process of growth of exponential technologies and the resultant disruptive scenarios in business, social, government sectors of economy.
2. To understand the few exponentially growing technologies and few business scenarios where disruptions are expected.
3. To understand where the entrepreneurial opportunities are emerging and how new engineers will be
able to exploit these opportunities.

Course Outcomes: On completion of the course, learner will be able to -
1. Students will have better understanding of the process of technology trends leading to Business Disruptions and entrepreneurial opportunities.
2. Students will appreciate the technologies that they need to learn independently to better achieve their entrepreneurial career goals.

Course Contents

1. Introduction
The process of emerging new technologies with exponential growth potential, how these exponential technologies lead to business disruptions, opportunities created for new businesses, destruction caused of established players, evolution of new businesses, Unicorns.

2. Emerging Exponential Technologies
Understand Technology trends worldwide and identify the potential emerging exponential technologies like, Social, Mobile, Analytics, Computing (SMAC), Genetics, AI, 3D, Solar/Wind/Renewable, blockchain.

3. Emerging Business Disruptions and Business models

4. Identify Entrepreneurial Opportunities and Conclusions
Identify use cases and jobs to be done, customer pains and gains, solution development, prototype, problem-solution fit, product–marketfit, customer development and validation.

Reference Books:
1. Innovator's Dilemma by Clayton Christenson (http://hbx.hbs.edu/hbx-courses/disruptive-strategy.html)
3. Mastering the Hype Cycle: How to Choose the Right Innovation at the Right Time by Jackie Fenn, Mark Raskino (Hardcover)
4. The Lean Startup: How Today's Entrepreneurs Use Continuous Innovation to Create Radically Successful Businesses by Eric Ries (Hardcover)
5. Exponential Organizations: Why New Organizations Are Tantamount to Better, Faster, and Cheaper than Yours (and What to Do about It) by Salim Ismail, Michael S. Malone, Yurivan Geest (Paperback)
6. Abundance: The Future Is Better Than You Think by Peter H. Diamandis, Steven Kotler (Paperback)